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U.S. HOUSE OF REPRESENTATIVES
COMMITTEE ON SCIENCE, SPACE, AND TECHNOLOGY
SUBCOMMITTEE ON RESEARCH AND TECHNOLOGY
SUBCOMMITTEE ON OVERSIGHT

Can Americans Trust the Privacy and Security of their Information on HealthCare.gov?

Thursday, February 12, 2015
2:00 p.m. — 4:00 p.m.
2318 Rayburn House Office Building

Purpose

On Thursday, February 12, 2015, the Research and Technology Subcommittee and the Oversight
Subcommittee will hold a joint hearing titled Can Americans Trust the Privacy and Security of their
Information on HealthCare.gov? The hearing stems from recent news reports' that dozens of data firms
have embedded connections on HealthCare.gov, and that through these connections, the companies could
potentially collect and sell personal health, financial, and other information from citizens through the
HealthCare.gov website. The hearing will examine both the privacy implications to consumers’ personal
information from the presence of the companies connected to HealthCare.gov, and whether these third
party connections add vulnerabilities to the website’s security.

A broader question related to the hearing is why the U.S. government would allow data-mining
companies such open access to such personal data flowing through HealthCare.gov or any government
website. Given the President’s Executive Order on Open Data issued in May 2013 calling for
departments and agencies of the federal government to be “more accessible to the public and to
entrepreneurs,” was it also properly communicated that the government should also take steps
“appropriately safeguarding sensitive information and rigorously protecting privacy”?’

Witnesses

e Ms. Michelle De Mooy, Deputy Director, Consumer Privacy, Center for Democracy and
Technology
e  Mr. Morgan Wright, Principal, Morgan Wright, LLC

Overview

On January 20, 2015, the Associated Press reported that when consumers “apply for coverage on
HealthCare.gov, dozens of data companies may be able to tell that you are on the site. Some can even
glean details such as your age, income, ZIP code, whether you smoke or if you are pregnani * The news
report identifies “50 third-party connections embedded on HealthCare.gov,”’ and quotes a staff

! Ricardo Alonzo-Zaldivar and Jake Gillum, “New Privacy Concerns Over Government’s Health Care Website,”
Associated Press, January 20, 2015, available at: http://apnews.myway.conv/article/20150120/us--health_overhaul-
privacy-8b7¢5d925b html; hereinafter AP News Report.

* QSTP Initiatives, available at: http://www.whitehouse.gov/administration/eop/ostp/initiatives#Openness;
hereinafter OSTP Initiatives.

* Ibid.

* AP News Report, supra, note 1.

> Tbid.




4

technologist from the Electronic Frontier Foundation, a civil liberties group, as saying, “Third-party
embedded websites are troubling because they can be used to track you and track your reading when
you’re browsing the Web.”™®

In addition to these privacy concerns, the presence of the high number of embedded connections
on HealthCare.gov also raises security concerns, because, as one cybersecurity expert explained, “As I
look at vendors on a website...they could be another potential point of failure.”” Ms. Cheri McGuire,
vice-president of cybersecurity policy for Symantec Corporation, echoed similar concerns during a
hearing last month before the Subcommittee on Research and Technology when she noted, in response to
a question, that opening up HealthCare.gov to so many embedded third parties created additional
vulnerabilities.®

While a CMS spokesman defended the practice by claiming that “outside vendors ‘are prohibited
from using information from these tools on HealthCare.gov for their companies’ purposes,”™ the
Administration “did not explain how it ensures that privacy and security policies are being followed.™™®

Since the AP’s report last month, private cybersecurity experts, online privacy advocates, and the
House Energy & Commerce Committee’’ have also confirmed that HealthCare.gov has facilitated
embedded connections for data companies that enable them to receive the website users’ personal and
health care information automatically.

Background
FISMA

The data on HealthCare_gov is one of the largest collections of personal information ever
assembled, linking information from seven different federal agencies along with state agencies and
government contractors. Federal agencies have a duty to ensure that these private records have sufficient
protection from misuse and security breaches under the Federal Information Security Management Act of
2002 (FISMA), which requires all federal agencies to develop and implement programs that secure their
information and information systems.

The National Institute of Standards and Technology (NIST), “develops and issues standards,
guidelines, and other publications to assist federal agencies in implementing FISMA and in managing
cost-effective programs to protect their information and information systems.”? Each agency’s
information control system must be reviewed, certified and accredited under NIST publication SP 800-37,
“Guide for the Security Certification and Accreditation of Federal Information Systems.”" Security

¢ Ibid.

7 Ibid.

& House Science, Space, and Technology Subcommittee on Research and Technology hearing, “The Expanding
Cyber Threat,” January 27, 2015, available at: hitp://science house gov/bearing/subcommittee-research-and-
technology-hearing-expanding-cyber-threat; hereinafter Research and Technology Subcommittee Hearing.

° AP News Report, supra, note 1.

° Tbid.

" House Energy and Commerce Committee, “House and Senate Committee Leaders Press Administration on
HealthCare.gov Security,” January 30, 2015, available at: http://energycommerce house.gov/press-release/house-
and-senate-committee-leaders-press-admipistration-healthcaregov-security.

12 NIST, Information Technology Laboratory, Computer Security Division, Computer Security Resource Center,
FISMA Compliance, available at: http://csre.nist.gov/groups/SMA/fisma/compliance html.

1> NIST Special Publication 800-37, “Guide for the Security Certification and Accreditation of Federal Information
Systems,” May 2004, available at: https://www.fismacenter.com/SP800-37-final.pdf.

Page 2
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accreditation is required under OMB Circular A-130, Appendix HI. Accredited systems must be
monitored continuously, including ongoing assessment of security controls. By accrediting an agency’s
information system, the responsible agency official “accepts responsibility for the security of the system
and is fully accountable for any adverse impacts to the agency if a breach of security occurs.™™

Under FISMA, the Director of the Office of Management and Budget (OMB) is required to
oversee the information security policies and practices of federal agencies, which include “assessing the
risk and magnitude of the harm that could result from the unauthorized access, use, disclosure, disruption,
modification, or destruction of such information or information systems.”"

NIST Cybersecurity Framework

In February 2013, President Obama issued Executive Order 13636 on cybersecurity for critical
infrastructure, which states that it is “the policy of the United States to enhance the security and resilience
of the Nation’s critical infrastructure and to maintain a cyber environment that encourages efficiency,
innovation, and economic prosperity while promoting safety, security, business confidentiality, privacy,
and civil liberties.”"®

The Executive Order describes critical infrastructure as, “systems and assets, whether physical or
virtual, so vital to the United States that the incapacity or destruction of such systems and assets would
have a debilitating impact on security, national economic security, national public health or safety, or any
combination of those matters.”'” The Executive Order also directed NIST to “lead the development of a
framework to reduce cyber risks to critical infrastructure,”™ and in February 2014, NIST released the
Framework for Improving Critical Infrastructure Cybersecurity'® (Framework).

NIST worked in collaboration with industry stakeholders to establish this three-pronged
document that includes a Core, Profile and Implementation Tiers. “The Framework enables organizations
— regardless of size, degree of cybersecurity risk, or cybersecurity sophistication — to apply the principles
and best practices of risk management to improving the security and resilience of critical infrastructure.”
The Framework also assists “organizations in incorporating privacy and civil liberties as part of a
comprehensive cybersecurity program,”?' During the Research and Technology Subcommitee hearing
previously referenced, another witness, Dr. Charles Romine from NIST, noted in response to a question
that the Framework “does have a pretty strong statement to say about privacy, and NIST has embarked on
a privacy engineering research activity partly as a result of what we learned from the framework process,
that there needs to be more guidance and more tools available for people to promote privacy
considerations.””

' Ibid; (Emphasis in original).

15 public Law 107-347, available at: http://www.gpo.gov/fdsys/pke/PLAW-107publ347/pdf/PLAW-107publ347 pdf
'8 Executive Order — Improving Critical Infrastructure Cybersecurity, February 12, 2013, available at:
http://www.whitehouse.gov/the-press-office/2013/02/1 2/executive-order-improving-critical-infrastructure-
cybersecurity.

7 Ibid.

& Ibid.

1* National Institute of Standards and Technology, “Framework for Improving Critical Infrastructure
Cybersecurity,” Version 1.0, February 12, 2014, available at:
Elottp://www,r_z_is_t.gov/cyberframework/ugk)ad/cybersecurigg‘framework—OZ 1214.pdf.

= TIbid.

' Thid.

2 Research and Technology Subcommittee Hearing, supra, note 8.
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Government Reporis

Various reports issued in the past few months by federal watchdog agencies have identified
privacy and security concerns about HealthCare.gov. For example, a GAO report from last fall identified
weaknesses “in the processes used for managing information security and privacy as well as the technical
implementation of IT security controls.™® More recently, a report™ from the U.S. Department of Health
and Human Services’ Office of Inspector General revealed contract planning and procurement failures,
which also raises questions about the ability of HealthCare.gov to protect consumers’ private and
sensitive information.

Health Care Breaches

Last September, news organizations reported that a “hacker broke into part of the HealthCare.gov
insurance enroliment website in July and uploaded malicious software.”” And as recently as last week,
consumers learned about what is being described as perhaps the largest data breach against a health care
company when Anthem Inc., the country’s second-biggest health insurer, was attacked. Anthem
disclosed that “names, birth dates, Social Security numbers, medical IDs, street and e-mail addresses and
employee information including income levels were stolen™ for 80 million Anthem members. This has
prompted the suggestion that consumers should closely monitor their medical statements because medical
or “health-insurance information can sell for 10 times what a credit card number fetches on the black
market, making it a lucrative area for cybercriminals.™’

Open Data Policy

The broader question is why the Administration decided to share such private consumer data from
American citizens who were required to register for HealthCare.gov. On May 9, 2013, the
Administration issued a memorandum on open data policy noting that, “Information is a valuable national
resource and a strategic asset to the Federal Government, its partners, and the public. In order to ensure
that the Federal Government is taking full advantage of its information resources, executive departments
and agencies...must manage information as an asset throughout its life cycle to promote openness and
interoperability, and properly safeguard systems and information.”**

The President also issued an Executive Order the samne day to establish an Open Data Policy to
make “open and machine-readable data the new default for government information, taking historic steps

2 1.8. Government Accountability Office, “HealthCare.gov: Actions Needed to Address Weaknesses in
Information Security and Privacy Controls, Report GAO-14-730, September 2014, available at:
http://www.ga0.gov/assets/670/665840 .pdf.

* U.S. Department of Health and Human Services, Office of Inspector General, “Federal Marketplace:
Inadequacies in Contract Planning and Procurement,” Report OEI-03-14-00230, January 2015, available at:

hitps://cig.bhs.gov/oei/reports/oei-03-14-00230.pdf.
= Danny Yadron, “Hacker Breached HealthCare.gov Insurance Site,” The Wall Street Journal, September 4, 2014,

available at: bitp://online. wsi.com/articles/hacker-breached-healthcare-gov-insurance-site- 1409861043,

% Shannon Pettypiece, “What to do Right Now If You’re One of the 80 Million Anthem Members Who Got
Hacked,” Bloomberg, February 5, 2015, available at: http:/finance.yahoo.com/news/now-youre-one-80-million-
2714043538.htmlz yit=AOLEVv1K4tZU124 ALtOnnIIQ.

7 Tbid.

* Office of Management and Budget Memorandum (M-13-13), From Sylvia Burwell, OMB Director, Steven
VanRoekel, Federal Chief Information Officer, Todd Park, U.S. Chief Technology Officer and Dominic J. Mancini,
Acting Administrator, Office of Information and Regulatory Affairs, May 9, 2013, available at:

http://www.whitehouse.gov/sites/default/files/omb/memoranda/2013/m-13-13.pdf.

Page 4
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to make government-held data more accessible to the public and to entrepreneurs while appropriately
safeguarding sensitive information and rigorously protecting privacy.”” This situation with
HealthCare.gov seems to indicate that the Administration was more interested in providing government-
held data to entrepreneurs for the purposes of data-mining than in protecting privacy.

However, an interim progress report released last week, spearheaded by John Podesta, counselor
to the President, raises serious privacy concerns related to big data technologies. In response to a request
from President Obama for a “wide-ranging review of big data and privacy,” the report notes:

“While there are promising technological means to better protect privacy in a big data world, the
report’s authors concluded these methods are far from perfect, and technology alone cannot
protect privacy absent strong social norms and a responsive policy and legal framework. Finally,
the report raised issues around other values potentially implicated by big data technology—
particularly with regard to the potential for big data technologies to lead, purposely or
inadvertently, to discriminatory outcomes on the basis of race, gender, socioeconomic status, or
other categories.”!

In a parallel effort, the Podesta report was supported by the President’s Council of Advisors on
Science and Technology (PCAST) “to investigate the scientific and technological dimensions of big data
and privacy.” In a report issued last year, the Council notes:

“The challenges to privacy arise because technologies collect so much data (e.g., from sensors in
everything from phones to parking lots) and analyze them so efficiently (e.g., through data
mining and other kinds of analytics) that it is possible to learn far more than most people had
anticipated or can anticipate given continuing progress. These challenges are compounded by
limitations on traditional technologies used to protect privacy (such as de-identification). PCAST
concludes that technology alone cannot protect privacy, and policy intended to protect privacy
needs to reflect what is (and is not) technologically feasible.”>

Against this backdrop, the hearing will examine the privacy and cybersecurity questions raised by
the embedded connections of dozens of third party data firms on HealthCare.gov.

* OSTP Initiatives, supra, note 2.

® John Podesta, Counselor to the President, Penny Pritzker, Dept. of Commerce Secretary, Emest Moniz, Dept. of
Energy Secretary, John Holdren, OSTP Director, Jeff Zients, Economic Advisor to the President, Interim Progress
Report, “Big Data: Seizing Opportunities, Preserving Values,” February 2015, available at:

http://www. whitchouse. gov/sites/default/files/docs/20150204 Big Data_Seizing Opportunities Preserving Values
1 Ibid.

% Ihid.

¥ PCAST Report to the President, “Big Data and Privacy: A Technological Perspective,” May 2014, available at:
http://www. whitehouse. sov/sites/default/files/microsites/ostp/PCAST/peast_big data and privacy -

may 2014 pdf.

Page 5
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Chairwoman COMSTOCK. The Subcommittee on Research and
Technology and Subcommittee on Oversight will come to order.

Without objection, the Chair is authorized to declare recesses of
the Subcommittee at any time.

Good afternoon. Welcome to today’s hearing entitled “Can Ameri-
cans Trust the Privacy and Security of Their Information on
Healthcare.gov?”

In front of you are packets containing the written testimony, bi-
ographies, and truth-in-testimony disclosures for today’s witnesses.

I recognize myself for five minutes for an opening statement.

Now, the reason we are having the hearing today is just over
three weeks ago on January 20, the Associated Press reported that
as many as 50 data mining companies had access to consumers’
personal and health information on HealthCare.gov. Companies
such as Google, Twitter, Facebook, Yahoo, and Advertising.com ap-
parently were provided access by CMS, the Centers for Medicare
and Medicaid Services.

Upon learning of this development, Chairman Smith sent several
letters to department heads questioning the practice and trying to
get more information about what actually had happened, but no
one has replied with additional information at this point.

As reported by AP, “When you apply for coverage on
HealthCare.gov, dozens of data companies may be able to tell that
you are on the site.” While the information shared with these third
party companies does not include, apparently, the healthcare con-
sumer’s Social Security number, it appears that a number of data
companies may have had access to consumers’ age, income, ZIP
code, smoking practices, pregnancy status, and even computer IP
address.

While some may characterize this as a harmless collection of
data, it can actually be more revealing. A recent MIT study of cred-
it card data revealed that only four pieces of outside information
about a user, including one’s social media activity, were sufficient
to identify a person in the database of a million people.

The concerns with HealthCare.gov’s practice of sharing data are
twofold. There are privacy implications of feeding consumers’ per-
sonal data—unbeknownst to them—to third party vendors, and
there are security concerns, because additional connections to the
website can lead to additional vulnerabilities.

During my first hearing that we had here on the Subcommittee
I shared that I experienced a credit card breach because someone
had ordered $7,000 of products and wrongfully charged them to my
credit card right before Christmas. Fortunately, that situation re-
solved fairly quickly and I wasn’t liable for those charges, but what
if the information stolen had been about healthcare? How would
that impact somebody?

You know, you can get a new credit card but when that is taken
or hacked, like whatever happened in that case, but once personal
health information is compromised, personal family information,
other things like that, you don’t know where that may go and it
could be out there forever. That is why health and health insurance
information apparently is reportedly worth up to 10 times as much
as credit card information on the black market.
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The risks posed by HealthCare.gov data-sharing are underscored
by the fact that a hacker accessed the website last July to upload
malicious software. Government investigators found no evidence
that consumers’ personal data were taken, but HHS said the attack
appears to have been the first successful intrusion into the website.
Many security experts have warned of vulnerability to hacking
since HealthCare.gov went live more than a year ago.

And just last week, we learned about what might be the largest
data breach against the country’s second biggest health insurer,
Anthem. In this case, stolen information for 80 million Anthem
members included names, birth dates, Social Security numbers and
medical IDs. That impacted my constituents so I, and I know other
colleagues of mine in Virginia, posted information about the An-
them situation at my official website to inform our constituents,
but obviously they had very strong concerns when healthcare infor-
mation may be at risk.

Today’s hearing is a precursor to one at which we will invite wit-
nesses from the federal government to answer specific questions
about the HealthCare.gov contracts with the third party compa-
nies. I look forward to the insights of both our witnesses today as
the Committee continues its due diligence over this issue.

And I do want to emphasize that obviously we do want to hear
from the folks at CMS and the Chairman had reached out to them,
but we wanted to proceed and hear from other experts such as are
here today.

[The prepared statement of Mrs. Comstock follows:]

PREPARED STATEMENT OF SUBCOMMITTEE
CHAIRWOMAN BARBARA COMSTOCK

Three weeks ago, on January 20, the Associated Press reported that as many as
50 data mining companies had access to consumers’ personal and health information
on HealthCare.gov. Companies such as Google, Twitter, Facebook, Yahoo, and Ad-
vertising.com apparently were provided access by CMS (the Centers for Medicare
and Medicaid Services).

As reported by AP, “When you apply for coverage on HealthCare.gov, dozens of
data companies may be able to tell that you are on the site.” While the information
shared with these third party companies does not include the health care con-
sumer’s Social Security number, it appears that a number of data companies may
have had access to consumers’ age, income, ZIP code, smoking practices, pregnancy
status, and even computer IP address.

While some may characterize this as a harmless collection of data, it can actually
be much more revealing. A recent MIT study of credit card data revealed that only
four pieces of outside information about a user, including one’s social media activity,
were sufficient to identify a person in the database of a million people.

The concerns with HealthCare.gov’s practice of sharing data with companies like
Google, Twitter and Facebook are two-fold. There are privacy implications of feeding
consumers’ personal data—unbeknownst to them—to third party vendors, and there
are security concerns, because additional connections to the website can lead to ad-
ditional vulnerabilities.

We also should consider this news in the context of President Obama’s announce-
ment that he would bring forward a new online privacy and cybersecurity proposal
later this month. This proposal was described as building on steps previously taken
to “protect American companies, consumers, and infrastructure from cyber threats,
while safeguarding privacy and civil liberties.” It seems to me that what the AP has
reported about Americans’ data on HealthCare.gov and what the President expects
of Americans may be in conflict or certainly raise legitimate concerns.

Privacy protections at federal government websites should be the gold standard,
setting the bar for others to follow. Privacy protections at federal websites should
at least follow the guidance provided through the Federal Information Security
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Management Act and last year’s publication of the Cybersecurity Framework by the
National Institute of Standards and Technology. I am interested in hearing from our
expert witnesses about privacy protections for users of HealthCare.gov.

During my first hearing as Chairwoman of this Subcommittee, I shared that I ex-
perienced a credit card breach because someone had ordered $7,000 in wrongful
charges on my card right before Christmas.

Fortunately, the situation was resolved and I wasn’t liable for those charges. But
what if information stolen like this had been related to health?

You can get a new credit card when your old one is hacked. But once personal
health information is compromised, it could be out there forever. That is why health
and health insurance information is reportedly worth up to ten times as much as
credit card information on the black market.

The risks posed by HealthCare.gov data sharing are underscored by the fact that
a hacker accessed the website last July to upload malicious software. Government
investigators found no evidence that consumers’ personal data were taken, but HHS
said the attack appears to have been the first successful intrusion into the website.
Many security experts have warned of vulnerability to hacking since HealthCare.gov
went live more than a year ago.

And just last week, we learned about what might be the largest data breach
against the country’s second biggest health insurer, Anthem. In this case, stolen in-
formation for 80 million Anthem members included names, birth dates, Social Secu-
rity numbers and medical IDs.

I posted information about the Anthem situation at my official website to inform
my constituents.

Today’s hearing is a precursor to one at which we will invite witnesses from the
federal government to answer specific questions about the HealthCare.gov contracts
with third party companies. I look forward to the insights of both our witnesses
today as the Committee continues its due diligence over this issue.

Chairwoman COMSTOCK. Now, before I yield to the Ranking
Member, I ask unanimous consent that the following documents be
placed in the record, which include the letters from Chairman
Smith I referenced earlier.

Without objection, there we go.

[The information appears in Appendix II]

Chairwoman COMSTOCK. Now, I recognize the Ranking Member
of the Research and Technology Subcommittee, the gentleman from
Illinois, Mr. Lipinski, for his opening statement.

Mr. LipiNSKI. Thank you, Madam Chairwoman.

I want to welcome the witnesses to this afternoon’s hearing.

I am troubled by some of the things we know and some of the
things we don’t know about privacy and security on
HealthCare.gov. We have a couple of very good witnesses today
who I look forward to hearing from. Unfortunately, neither of these
experts had any role in developing HealthCare.gov or decisions re-
garding privacy and security, but I do hope that the testimony will
help shape some of the questions we should be asking those who
did have a role in those decisions.

Given the problematic rollout of HealthCare.gov and problems
with some state exchange websites such as those with the D.C.
marketplace, it is clear that the implementation of the technical
side of the Affordable Care Act merits Congressional review and
oversight. While HealthCare.gov functionality has improved since
last year and CMS has been responsive to reports of potential secu-
rity or privacy weaknesses as they have been identified, we should
continue to conduct oversight because the type of personal data
ichat is inputted into the site raises the potential for serious prob-
ems.

Yet we must also make sure that we are clear on the context. We
are here today because of recent news reports about the use of
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third-party analytics tools on HealthCare.gov, as the Chairwoman
mentioned. Data analytics tools can be valuable for tracking how
websites are being used and optimizing the website for the con-
sumer. While I am on the record about my reservations about the
Affordable Care Act, I also understand the motivation of increasing
traffic to the HealthCare.gov website in an effort to get more peo-
ple signed up for health insurance.

However, we must hold the government to the highest standards
for privacy and security. This is especially true for a website like
HealthCare.gov in which people enter highly private and sensitive
information. I have concerns based on the initial news reports that
the high standards may not have been applied to privacy on
HealthCare.gov. However, the news reports, like today’s testimony,
have provided more questions than answers. We must also be care-
ful to distinguish between privacy and security and where the true
vulnerabilities may be for each. In short, we have a responsibility
to gather all the facts before coming to any conclusions but we need
to get those facts.

I understand, Madam Chairwoman, that you are trying to sched-
ule a second hearing with Administration officials who have direct
knowledge of the issues before us today. I think such a hearing, in
addition to more staff homework, will be necessary before we can
draw any clear conclusions or proposals for moving forward.

In addition, I would note that privacy is a big issue across the
internet. Data analytics tools can help improve customer experi-
ence but their ubiquity and integration into the working of so many
websites means that Americans concerned about their privacy may
have little real choice when it comes to how they can manage the
release of their information. Ms. De Mooy addresses some of that
in her testimony and I look forward to the discussion on the broad-
er issues. While we may hold the government to higher standards,
it is incumbent upon us to declare the steps we can take to ensure
that Americans are able to safeguard their personal data across the
online environment as a whole.

Finally, while this hearing will focus on online data privacy, it
is critical to recognize that using the internet is far from the only
way for Americans’ private information to be lost. In his testimony,
Mr. Wright addresses the difficulty of anonymizing data and the
ease with which individuals can be identified from just a few pieces
of information about their day-to-day activities such as purchases
charged through a credit card. Given this testimony, this Com-
mittee may want to be careful about efforts to publicly disclose
study data related to the health impacts of the air pollutants used
in the EPA regulation. It is an issue that we debated in the last
Congress and I think this is something that we need to consider,
the problems with anonymizing data, as we move forward.

I look forward to hearing from the witnesses today, and with
that, I yield back.

[The prepared statement of Mr. Lipinski follows:]

PREPARED STATEMENT OF SUBCOMMITTEE
MINORITY RANKING MEMBER DANIEL LIPINSKI

Thank you Madam Chairwoman. I want to welcome the witnesses to this morn-
ing’s hearing on privacy and security on the healthcare.gov website.
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I am troubled by some of the things we know and some of the things we don’t
know about privacy and security on healthcare.gov. We have some very good wit-
nesses today who I look forward to hearing from. Unfortunately none of these ex-
perts had any role in developing healthcare.gov or in the decisions regarding privacy
and security. I do hope the testimony will help shape some of the questions we
should be asking those who did have a role in those decisions.

Given the problematic rollout of healthcare.gov and problems with some state ex-
change websites such as those with the DC marketplace, it’s clear that the imple-
mentation of the technical side of the Affordable Care Act merits Congressional re-
view and oversight. While healthcare.gov functionality has improved since last year
and CMS has been responsive to reports of potential security or privacy weaknesses
as they have been identified, we should continue to conduct oversight because the
type of personal data that is input into the site raises the potential for serious prob-
lems.

Yet we must also make sure that we are clear on the context. We are here today
because of recent news reports about the use of third-party analytics tools on
healthcare.gov. Data analytics tools can be valuable for tracking how websites are
being used and optimizing the website for the consumer. While I am on the record
about my own reservations about the Affordable Care Act, I also understand the mo-
tivation of increasing traffic to the healthcare.gov website in an effort to get more
people signed up for health insurance.

However, we must hold the government to the highest standards for privacy and
security. This is especially true for a website like healthcare.gov in which people
enter highly private and sensitive information. I have concerns, based on the initial
news reports, that the highest standards may not have been applied to privacy on
healthcare.gov. However, the news reports, like today’s testimony, provide more
questions than answers. We must also be careful to distinguish between privacy and
security, and where the true vulnerabilities may be for each. In short, we have a
responsibility to gather all of the facts before coming to any conclusions. But we
need those facts.

I understand, Madam Chairwoman, that you are trying to schedule a second hear-
ing with Administration officials who have direct knowledge of the issues before us
today. I think such a hearing, in addition to more staff homework, will be necessary
before we can draw any clear conclusions or proposals for moving forward.

In addition, I would note that privacy is a big issue across the internet. Data ana-
lytics tools can help improve customer experience. But their ubiquity and integra-
tion into the workings of so many websites means that Americans concerned about
their privacy may have little real choice when it comes to how they can manage the
release of their information. Ms. De Mooy addresses some of that in her testimony
and I look forward to a discussion on the broader issues. While we may hold the
government to a higher standard, it is incumbent upon us to consider steps we can
take to ensure that Americans are able to safeguard their personal data across the
online environment as a whole.

Finally, while this hearing will focus on online data privacy, I think it is critical
to recognize that using the internet is far from the only way for Americans’ private
information to be lost. In his testimony, Mr. Wright addresses the difficulty of
anonymizing data and the ease with which individuals can be identified through
just a few pieces of information about their day-to-day activities, such as purchases
charged to a credit card. Given this testimony, this Committee may want to be care-
ful about efforts to publicly disclose study data related to the health impacts of air
pollutants used in EPA regulations.

I look forward to hearing from the experts before us today and with that I yield
back.

Chairwoman COMSTOCK. I now recognize the Chair of the Over-
sight Subcommittee, the gentleman from Georgia, Mr. Loudermilk,
for an opening statement.

Mr. LOUDERMILK. Thank you, Chairwoman Comstock. I appre-
ciate the opportunity to be here, and welcome to all of our wit-
nesses here today. And I am looking forward to hearing from each
of you as we gather information on this very important issue.

Just last week, I joined many of my Republican colleagues to
vote for a full repeal of ObamaCare. This sweeping healthcare law
has punished countless Americans by doubling some health insur-
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ance costs for the same or less coverage in many cases by no longer
being able to use the plans they were promised to keep.

That same healthcare law created HealthCare.gov, a federally
operated health insurance exchange website to assist Americans in
signing up for healthcare coverage. As reported by the Associated
Press on January 20, 2015, dozens of companies, including Google,
Facebook, and Twitter, had embedded connections to
HealthCare.gov. Essentially, when a consumer was applying for
coverage on the website, it is possible that some or all of those data
companies were able to tell, at the very least, when a person was
on the site, their age, their income, their ZIP code, and whether
they smoked or even if they were pregnant.

The Centers for Medicare and Medicaid Services claim that this
kind of data mining is necessary for data analytics in order to im-
prove user experience. If that is the case, however, I wonder why
the number of embedded connections to the website has signifi-
cantly dropped since the first news story on the matter. Did the
Administration actually know and approve all the companies that
were connected to HealthCare.gov?

One of our witnesses here today comes from the Center for De-
mocracy and Technology, which compiles similar analytics in-house
instead of through a slew of different companies. This technique
decreases privacy and security vulnerabilities by giving website ac-
cess to a minimum number of individuals who are able to improve
user experience without compromising user information.

Having multiple outside connections to HealthCare.gov means
more vendors have access to the website, which only means one
thing: increased vulnerabilities. About one year ago, hackers were
able to use just one vendor, an HVAC company based in Pennsyl-
vania, to obtain credit and debit card information of millions of
Target customers nationwide.

Cybercriminals appear to be increasingly interested in the per-
sonal information collected by U.S. insurers, so much so that a re-
cent Reuters article warned that 2015 could be “the Year of the
Healthcare Hack.” So far, it looks as though they are right. Just
last week, it was disclosed that a database containing personal in-
formation for about 80 million customers of health insurer Anthem,
Incorporated, was hacked. It is feared that this breach exposed
names, birthdays, addresses, and Social Security numbers—all in-
formation that HealthCare.gov website requests of its customers.

As someone with a background in the IT sector, I find what ap-
pears to be extensive tracking of Americans’ personal information
extremely disconcerting and unnecessary. Americans were first
misled when their President told them “if you like your healthcare
insurance plan, you can keep it,” and now it seems like they are
being misled into thinking that their personal information on
HealthCare.gov is as secure as it can be.

Considering that HealthCare.gov is one of the largest collections
of personal information ever assembled, it is extremely important
that the Administration implements best practices to protect Amer-
icans’ privacy. This Administration ultimately has a responsibility
to ensure that personal data collected is secure, and Congressional
oversight will continue until the Administration has proved that it
is doing all it can to protect the American people.
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I look forward to today’s hearing where I hope to gain some in-
sight from our expert witnesses on the possible reasoning for why
scores of data mining companies would be embedded on
HealthCare.gov, as well as the potential consequences of them hav-
ing access to the website. The American people deserve to know the
truth and are owed some level of transparency from this Adminis-
tration as to how their information on HealthCare.gov is being col-
lected, used, and secured.

Madam Chair, I yield back my time.

[The prepared statement of Mr. Loudermilk follows:]

PREPARED STATEMENT OF SUBCOMMITTEE ON OVERSIGHT
CHAIRMAN BARRY LOUDERMILK

Thank you, Chairwoman Comstock, and welcome to all of our witnesses here
today. I am looking forward to hearing from each of you as we gather information
on this very important issue.

Just last week, I joined many of my Republican colleagues to vote for a full repeal
of Obamacare. This sweeping health care law has punished countless Americans by
doubling some health insurance costs for the same or less coverage, or, in many
cases, by no longer being able to use the plans they were promised to keep.

That same health care law created HealthCare.gov, a federally-operated health in-
surance exchange website to assist Americans in signing up for healthcare coverage.
As reported by the Associated Press on January 20th, 2015, dozens of companies,
including Google, Facebook, and Twitter had embedded connections to
HealthCare.gov. Essentially, when a consumer was applying for coverage on the
website, it is possible that some or all of those data companies were able to tell,
at the very least, when the person was on the site, their age, their income, their
ZIP code, and whether they smoked or even if they were pregnant.

The Centers for Medicare and Medicaid Services claims that this kind of data
mining is necessary for data analytics in order to improve user experience. If that
is the case, however, I wonder why them number of embedded connections to the
website has significantly dropped since the first news story on this matter. Did the
Administration actually know and approve all of the companies that were connected
to HealthCare.gov?

One of our witnesses here today comes from the Center for Democracy and Tech-
nology, which compiles similar analytics in-house instead of through a slew of dif-
ferent companies. This technique decreases privacy and security vulnerabilities by
giving website access to a minimum number of individuals who are able to improve
user experience without compromising user information.

Having multiple outside connections to HealthCare.gov means more vendors have
access to the website, which only means one thing: increased vulnerabilities. About
one year ago, hackers were able to use just one vendor, an HVAC Company based
in Pennsylvania, to obtain the credit and debit card information of millions of Tar-
get customers nation-wide.

Cybercriminals appear to be increasingly interested in the personal information
collected by U.S. insurers, so much so that a recent Reuters article warned that
2015 could be “the Year of the Healthcare Hack.” So far, it looks as though they
are right. Just last week, it was disclosed that a database containing personal infor-
mation for about 80 million customers of health insurer Anthem, Inc. was hacked.
It is feared that this breach exposed names, birthdays, addresses, and Social Secu-
rity numbers—all information that the HealthCare.gov website requests of its cus-
tomers.

As someone with a background in the IT sector, I find what appears to be exten-
sive tracking of Americans’ personal information extremely disconcerting and unnec-
essary. Americans were first misled when their President told then that, “if you like
your health insurance plan, you can keep it,” and now it seems like they are being
misled into thinking that their personal information on HealthCare.gov is as secure
as it can be.

Considering that HealthCare.gov is one of the largest collections of personal infor-
mation ever assembled, it is extremely important that the Administration imple-
ments best practices to protect Americans’ privacy. This Administration ultimately
has a responsibility to ensure that personal data collected is secure, and Congres-
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sional oversight will continue until the Administration has proved that it is doing
all it can to protect the American people.

I look forward to today’s hearing where I hope to gain some insight from our ex-
pert witnesses on the possible reasoning for why scores of data mining companies
would be embedded on HealthCare.gov as well as the potential consequences of
them having access to the website. The American people deserve to know the truth
and are owed some level of transparency from this Administration as to how their
information on HealthCare.gov is being collected, used, and secured.

Chairwoman CoMSTOCK. Thank you.

I now recognize the Ranking Member of the Subcommittee on
Oversight, the gentleman from Virginia and my neighbor, Mr.
Beyer, for an opening statement.

Mr. BEYER. Thank you, Madam Chair Comstock, and Chairman
Loudermilk for holding this hearing today.

Recent news stories on the sharing of the HealthCare.gov visitor
data with third parties really does raise very legitimate privacy
concerns. According to these news reports, which we have heard,
various personal data was being provided at multiple third-party
websites and application tools embedded in the website. No person-
ally identifiable information was provided to third parties but news
reports also suggest that the information was being provided to
third parties without the clear consent or any knowing consent of
the visitors to the site.

I think there are many questions that the Members on both sides
of the aisle have about HealthCare.gov implementing the use of
third-party tools. What restrictions were placed on the use of this
data by third parties? Was there even a need for third-party tools
on the website? How do these tools improve the function of the
website, users’ experience? Could some of this work have been done
in-house?

Unfortunately, we are not going to be able to get definitive an-
swer to those questions today. I understand the majority invited
government witnesses but they deferred citing too short notice to
prepare their testimony. My understanding is they will be coming
again later with the proper set of government witnesses to address
these issues. In a perfect world, we would have had that first but
right now I guess we have to deal with a lot of speculation and dis-
cover the government facts later.

The use of third-party website tools on HealthCare.gov has
drawn an awful lot of public attention but I hope our witnesses,
particularly Ms. De Mooy, can help us explore the larger privacy
issues involved.

The use of third-party websites is worrisome but it is certainly
not unusual in the digital online environment. One recent study
found that the top 100 most popular websites were being monitored
by more than 1,300 firms deploying these third-party tools. And
while I believe we should definitely explore the privacy implica-
tions of using the third-party websites, this too is only a small part
of the privacy pie.

From the moment we enter the digital domain, whether it is
turning on our cell phone, logging onto the internet, opening up a
tablet or other digital device, our data is collected, collated, and
analyzed by corporations, organizations, government agencies, and
particularly online advertising companies. In the physical world,
our identities are often measured by details on our driver’s li-
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censes, birthday, height, gender, weight, but in the digital world,
the metrics used to measure who we are seem to be based on ob-
serving the web pages we visit, the purchases we make, the people
we personally socialize, the news items we read, and the movies we
watch. And I am concerned about the use of these new metrics that
constantly track and measure our personal lives online.

On the security side, we should also realize that any IT infra-
structure is constantly evolving and improving. It is unclear if the
use of third-party tools have any direct impact yet at least on the
security of HealthCare.gov but also need this—this needs to be put
in perspective. Chairman Loudermilk mentioned Anthem’s recent
breach exposing the accounts of 80 million customers. That is eight
times the number of people who have signed up through—for the
Affordable Care Act through HealthCare.gov.

Since the launch of HealthCare.gov, an additional 10 million
Americans have healthcare coverage, and I believe that extending
these healthcare market opportunities to 10 million Americans is
a tremendously positive event for millions of families across the
country. So we have very dark conjectures around the security of
the website which we must address, but we also can’t—must keep
all of this in perspective about the millions of families who have
been helped.

I hope this hearing helps us explore these broad privacy issues
and I look forward to hearing from our witnesses. I yield back, Mr.
Chair—Madam Chair.

[The prepared statement of Mr. Beyer follows:]

PREPARED STATEMENT OF SUBCOMMITTEE ON OVERSIGHT
RANKING MINORITY MEMBER DON S. BEYER

Thank you Madam Chair Comstock and Chairman Loudermilk
for holding this hearing today.

Recent news stories on the sharing of Healthcare.gov visitor data
with third parties raise legitimate privacy concerns. According to
these news reports data including an individual’s income, zip code
and pregnancy status were being provided to multiple Third-Party
Websites and Applications (TPWAs) tools embedded on the website.
According to these stories, no personally identifiable information,
known as PII, was provided to third parties. However, news reports
also suggest that the information was being provided to third par-
ties without the clear consent of visitors to the site.

There are many questions I think Members on both sides of the
aisle have about how Healthcare.gov implemented the use of third
party tools on the website. What restrictions were placed on the
use of this data by third parties? Why was there a need for mul-
tiple third party tools on the website? How did these tools help im-
prove the function of the website and the user’s experience? Could
some of this work have been done in-house?

Unfortunately we will not be able to get definitive answers on
any of these questions today. Today’s hearing will be largely specu-
lative in nature since we don’t have any government witnesses to
explain these issues. I understand the Majority originally invited
government witnesses, but provided them with short notice to pre-
pare their testimony. My understanding is we may have a follow-
up hearing with the proper set of witnesses to address these issues
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later this month. In a perfect world, we would have had that hear-
ing first. Instead, I fear we will start with lots of speculation and
will then try to uncover the facts at a later date.

The use of third party website tools on Healthcare.gov has drawn
the public’s attention to this issue, but I hope our witnesses, par-
ticularly Ms. De Mooy, can help us explore the larger privacy
issues regarding the use of these and other tools to monitor online
activities and their impact on our individual privacy. The use of
third party websites is worrisome, but not unusual in the digital
online environment. One recent study, for instance, found that the
top 100 most popular websites were being monitored by more than
1,300 firms deploying these third party tools. And while I believe
we should explore the privacy implications of using third party
websites this is simply a small slice of the privacy pie. From the
moment we enter the digital domain, whether it is turning on our
cell phone, logging onto the Internet or opening up a tablet or other
digital device our data is collected, collated and analyzed by cor-
porations, organizations, government agencies and online adver-
tising companies.

In the physical world our identities are often measured by the
details on our driver’s licenses: our birth date, our height, our
weight and gender. But in the digital world the metrics used to
measure who we are seem to be based on observing the web pages
we visit, the purchases we make, the people we “virtually” socialize
with, the news items we read and the movies we watch. I am con-
cerned about the use of these new metrics that constantly track
and measure our personal lives online.

On the security side, we must realize that any IT infrastructure
is constantly evolving and improving. It is unclear if the use of
third party tools had any direct impact on the security of
Healthcare.gov, but I also believe this issue needs to be put in per-
spective. Just last week, reports surfaced that Anthem, Inc., one of
the country’s largest health care providers, announced that they
had a data breach exposing the accounts of 80 million customers.
That breach compromised PII that included customer social secu-
rity numbers and e-mail addresses. The size of that breach is eight
times the total number of people who have signed up for the Af-
fordable Care Act through Healthcare.gov.

Since the launch of Healthcare.gov an additional 10 million
Americans now have healthcare coverage. I believe that extending
market opportunities to 10 million Americans to get health insur-
ance represents a tremendously positive event for millions of fami-
lies across this country. Despite the dark conjectures about security
of the website, they have not suffered any significant loss of per-
sonally identifiable information or major security breach to date.

Privacy protections must be addressed and improved throughout
the internet, and that includes on Healthcare.gov. I hope this hear-
ing helps us explore these broad privacy issues and I look forward
to hearing from our witnesses.

With that I yield.

Chairwoman COMSTOCK. Thank you.

And if there are Members who wish to submit additional opening
statements, your statements will be added to the record at this
point.
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Chairwoman COMSTOCK. Okay. At this time I would like to intro-
duce our witnesses. Our first witness is Ms. Michelle De Mooy,
Deputy Director of the Consumer Privacy Projects at the Center for
Democracy and Technology, or CDT. Prior to CDT, Ms. De Mooy
was Senior Associate for National Priorities at Consumer Action, a
national nonprofit focused on empowering underserved and dis-
advantaged consumers. Ms. De Mooy earned her bachelor of arts
degree in government from Lehigh University.

Our second witness today is Mr. Morgan Wright, Principal from
Morgan Wright, LLC, where he provides advisory and consulting
services in cybersecurity and identity theft. Mr. Wright has pro-
vided in-service training to the FBI Computer Analysis Response
Team, served as Global Industry Solutions Manager for Public
Safety and Homeland Security as Cisco, and as Vice President of
Global Public Safety at Alcatel-Lucent. Mr. Wright received his
bachelor of science from Fort Hays State University and an Execu-
tive Certificate in Leadership and Management from the Univer-
sity of Notre Dame. Perhaps most important of all, Mr. Wright is
a resident of the 10th District of Virginia, but I didn’t know you
were coming today until they reached out. But I am pleased to wel-
come you today to the hearing.

So pursuant to Committee’s rules, all witnesses must be sworn
in before they testify so I guess we all stand up. And please rise
and raise your right hand.

Do you solemnly swear or affirm that the testimony that you are
about to give will be the truth, the whole truth, and nothing but
the truth so help you God?

Let the record reflect that the witnesses answered in the affirma-
tive.

Thank you. You can be seated.

Okay. And now we will have our five-minute statements from the
witnesses. And your entire statement, if it is longer, will be entered
into the record also.

I now recognize Ms. De Mooy for five minutes to present her tes-
timony.

TESTIMONY OF MS. MICHELLE DE MOOY,
DEPUTY DIRECTOR, CONSUMER PRIVACY,
CENTER FOR DEMOCRACY AND TECHNOLOGY

Ms. DE Mooy. Chairwoman Comstock, Chairman Loudermilk,
Ranking Member Lipinski, Ranking Member Beyer, and Members
of the Committee, thank you for the opportunity to come here today
and testify on behalf of the Center for Democracy and Technology.

CDT is a nonpartisan, nonprofit technology policy advocacy orga-
nization dedicated to protecting civil liberties and human rights on
the internet, including privacy, free expression, and access to infor-
mation. I currently serve as the Deputy Director of CDT’s Con-
sumer Privacy Project.

We welcome the attention the Committee has given to be press-
ing issues of consumer data privacy and security through the lens
of data sharing on HealthCare.gov. I will review first the data-
sharing practices on HealthCare.gov, discuss the privacy and secu-
rity concerns that these bring up, and make five concrete rec-
ommendations for the government to address these concerns.
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Several weeks ago, the security firm Catchpoint Systems found
that user information was being shared with over 50 entities on
HealthCare.gov without user knowledge or permission. When citi-
zens visit HealthCare.gov to learn more about the programs offered
to them under the Affordable Care Act, they are asked to give cer-
tain pieces of personal information order to show which health in-
surance plans they qualify for. After submitting this information,
HealthCare.gov then surprisingly sent a referral URL to an array
of third parties that included some of this information that the con-
sumers had submitted to the site, including parental status, ZIP
code, and annual income. This information is used both by websites
themselves and third parties for website analytics, as well as for
advertising and marketing purposes, also known as retargeting.

For HealthCare.gov administration officials have said that the
refer URL was directed to third parties in order to give consumers
a simpler, more streamlined, and intuitive experience, and this is
doubtless true. However, the government’s decision to work with
outside vendors allowed private companies to access user informa-
tion without their knowledge or consent. It is not clear if
HealthCare.gov used tracking technologies for retargeting purposes
but it appears likely to have played a role.

The use of retargeting in order to increase awareness of and en-
rollment in available health insurance plans would have been an
understandable goal for the government. It is not, however, a free
pass for the government to share user information and characteris-
tics with an array of third-party commercial entities, without per-
mission.

Sharing of personal information with third parties is a privacy
concern for several reasons. People who visit government websites
often do not have a choice. They must visit a designated online
place in order to access specific government products and services.
Personal data is valuable. When personal information is collected
and shared, it is often combined with other data to build individual
profiles. This profile is used to target products and services to you
and is increasingly also used to create consumer scores that func-
tion similarly to credit scores. Health information in particular is
sold for a high premium on underground markets, some experts es-
timate up to $40 to $50 a record, because it is fairly easy to mone-
tize for criminals seeking to bill expensive medical items to Med-
icaid, for example, or to commit medical identity theft. The theft
or use of health information is much harder to recognize and stop
than the theft of financial data and more difficult for victims to
seek redress.

The number of third-party content providers loading code into
the browsers of visitors on HealthCare.gov poses serious security
issues. Researchers have pointed to third-party content as one of
the primary ways for websites to be infected with malware. Hack-
ers wishing to compromise the integrity of third-party content pro-
viders can accomplish a wide range of attacks from simply chang-
ing the content of the page to capturing user information and cre-
dentials like passwords.

There is no evidence that personal information from
HealthCare.gov has been misused but the number of outside par-
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ties that can load content and that can see personal information
about users is troubling.

Overall, the privacy and security missteps taken by
HealthCare.gov were avoidable. We recommend that the govern-
ment immediately take the following steps: 1) follow sensible guid-
ance available to them and to Office of Management and Budget
documents on third-party sharing; 2) implement the six rec-
ommendations to protect wuser privacy and security on
HealthCare.gov made in a 2014 report by the Government Account-
ability Office; 3) strengthen HealthCare.gov’s privacy policy lim-
iting third-party sharing only to which it needs to function; 4) im-
plement in-house analytic software that does not report user data
back to the software maker; 5) honor the wishes of consumers that
express a preference in their browsers not to be tracked.

Ultimately, Congress can best protect consumer information by
strengthening legal incentives for companies to better safeguard
data and by enacting comprehensive data privacy legislation to give
use]cfls more control over how their information is collected and
used.

Thank you.

[The prepared statement of Ms. De Mooy follows:]
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Chairman Smith, Ranking Member Johnson, Chairwoman Comstock, Chairman
Loudermilk and members of the Committee:

Thank you for the opportunity to testify today on behalf of the Center for
Democracy & Technology. CDT is a nonpartisan, non-profit technology policy
advocacy organization dedicated to protecting civil liberties and human rights on
the Internet, including privacy, free speech, and access to information. | currently
serve as the Deputy Director of CDT's Consumer Privacy Project, which focuses
on developing privacy safeguards for consumers through a combination of legal,
technical, and self-regulatory measures. Ensuring that services are designed in
ways that preserve privacy, establishing protections that apply across the life
cycle of consumers’ data, and giving consumers control over how their data is
used are key elements of protecting privacy in the digital age.

We welcome the aitention the Committee has given to the pressing issues of
consumer data privacy and security through the lens of data sharing on
HealthCare.gov. CDT’s testimony today will briefly describe current data
collection and information sharing practices, how HealthCare.gov employs
collection and sharing, and describe the associated privacy and security
concerns. | will finish with policy and technical recommendations.

i Data collection and sharing online

There are several layers of communication taking place each time an individual
accesses a website. Some of these layers happen behind the scenes, without a
user’s express engagement, and some are more direct. Direct website interaction
includes filling out a forms or signing into accounts. These interactions typically
give consumers a fairly commonsense notice of the information they are sharing.
Not all direct interactions are quite this clear. For example, a consumer may not
know that user names or email logins may be used to link consumers visits
across different websites.

P 2026370800 F +1202-6370968 E info@cdtorg -
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A less obvious, but similarly straightforward, communication occurs when
individuals chose to visit a website. The action of clicking on a fink or typing in an
address triggers a message from your browser to the intended website’s server.
This action essentially announces your arrival, while sharing basic information
like your IP address—just like your phone number is your address on the
telephone network, your IP address is your address on the Internet—in order to
correctly load the site on your browser. Information exchanged during this
process serves a utilitarian purpose--for example, the server needs to know
which language you speak and what kind of graphics your computer will allow
you to see in order to load the site correctly. Often, the basic information
exchanged in this process is used to recognize you and customize your
experience in subsequent visits. Information about users is often sent via a
referer header, which acts as a kind of sign that people unknowingly carry around
online as they surf. This sign lists the last websites that the person has visited
and is used both by websites themselves and third parties, such as advertising
companies. The information that is exchanged is called the refering URL and it
sometimes includes browsing and search information that has directly been
encoded into the web link.

On a level less visible to consumers, websites use tracking technology to get a
more detailed look at them. To do this, they employ different methods to record a
user’s behavior as he or she navigates that particular site and even on other
websites. Generally speaking, technologies on a website that record behavior
and track users across visits {and across different websites) are what we mean
when we refer to tracking technology.

There are a many types of tracking technologies, each with slightly different
properties’ but all serving the same general purpose of identifying an individual
website visitor across time — an important distinction is made between first party
tracking, or the capture of information by the website itself, while third party
tracking is when other entities, typically unknown to the consumer, are contracted
by the website to do analytics or other purposes. The most well known example
of a tracking technology is a cookie, or a small file containing identifying
information, that is stored on a computer at the request of a website’s server —
depending on your browser settings, you may be asked for permission for the
server 1o do this but you may not, and it’s fair to say that many times users are
unaware it is occurring. Cookies are often used to improve the online experience
by reducing loading speed and storing preferences like login information or
remembering abandoned shopping carts. And when cookies from the same
company appear on multiple websites—such as when an analytics company or

' For general descriptions of tracking software, see “Know your Elements,” a website by Ghostery.
hitp//www knowyourelements. com/. Visited on Feb 10, 2015. Some pieces of tracking software are
more easily blocked by users, such as those with the ability to clear cookies from a browser. This
has prompted an arms race of sorts with increasingly sophisticated tracking tools, such as super

cookies, being downloaded by unsuspecting users.
& www.cdt.org
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ad network services several distinct sites—that company can correlate your
activity across muttiple different web contexts in ways that consumers might find
unwanted or surprising. The information conveyed by browsing habits is used to
develop a marketing profile of an individual: this might include the types of
websites and pages a a consumer visits, as well as any web searches such as
those for information on particular diseases or pharmaceuticals. This information
can them be combined with offline data such as address, income, marital status,
and prescription drug history to form a dossier. In this way, information about
health-related information can be collected and interpreted solely in the context of
a person’s website browsing and searching habits.

it’s important to note that the presence of tracking software may be justified,
depending on the circumstances—many websites collect this type of information
in order to observe the profile of visitors to their own site, something referred to
as web analytics. CDT doesn’t use cookies or third parties to perform analytics,
but we do look at the log files generated by our servers to get a sense of what
content people are interested in and where our visitors come from. Many other
commercial and non-commercial sites feel comfortable using third parly analytics
providers; this results in sharing information about site visitors with companies
with which the user has no awareness or relationship.

Whether the site itself or a service provider collects the data, performing web
analytics are a key part of the online ecosystem. They allow websites to be
responsive to their users interests and intentions in using their website — for
example, HealthCare.gov may use web analytics to determine if visitors want to
learn information eligibility right away and be directed instead to information
about plan rates. The goal of digital analytics is to optimize the site so visitors will
want so that they will stay on their site longer, viewing more advertising or buying
more products in the case of e-commerce sites, or making it easier for people to
enroll in an insurance plan in the case of HealthCare.gov.

Retargeting, also known as remarketing, is a cookie-based advertising
technology that allows entities to promote their content they had previously
engaged with on other sites around the web. For example, if you looked at a
certain pair of shoes on Zappos.com, you might later see a remarketing ad for
those same shoes on a different site. To serve these ads, a cookie is placed on a
website visitor's computer when they visit a certain site. When these users
browse online, this cookie allows that site, and any ad networks with which they
do business, o serve them ads based on what they previously did on the original
site. The cookie also allows website operators and their advertising partners to
know specific details about the visitor such as what products they may have
looked at and what they may have placed into a shopping cart. The idea behind
retargeting is engaging users in a website by using advertisements that remind
them of the products and services they were interested in and converting them
into buyers.

il What happened on HealthCare.gov?

& www.cdt.org
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Several weeks ago, the security firm Catchpoint Systems found that user health
information was being shared with 50 or more third party entities on
HealthCare.gov, without user knowledge or permission. The ensuing media
firestorm attracted the attention of privacy and security advocates alike, as well
as lawmakers from both sides of the aisle.

When citizens visit HealthCare.gov to learn more about the programs offered to
them under the Affordable Care Act, they are asked fo give certain pieces of
personal information in order to shown which health insurance plans they qualify
for in their state. Surprisingly, HealthCare.gov then sent a referer URL to an array
of third parties that included, unbeknownst to users, includes some of the
information submitted to the site such as parental status, zip code, state and
annual income.

Administration officials have said that the referer URL was directed to third
parties in order to give consumers a “simpler, more streamlined and intuitive
experience” and this is doubtless true. It appears that the designers of
HealthCare.gov contracted with third parties primarily with the intention to gain
insight into the way the site was being accessed and used. Officials have also
said these technologies were used “to get visibility into when consumers are
having difficulty, or understand when website traffic is building during busy
periods.”

It is true that the technology used on the site can help achieve these internal
goals; however, contracting with third parties requires a two-way exchange of
information. The government’s decision to work with outside vendors allowed
private companies to access user health information without knowledge or
consent, and without the readily available and easy ability to avoid this exchange.
Ad tracking technologies can be used to help advertisers, such as insurance
brokers or other health or medical companies, tailor targeted ads solely to people
who have visited government healthcare sites and add them to profiles indicating
their interest in health insurance or in specific health and medical services. This
type of tracking is not just happening on HealthCare.gov — Ghostery recently
found many third parties receiving user information on 16 state insurance
exchange sites, including personal health information.

The use of re-targeting to increase awareness of and enroliment in available
health insurance plans would have been an understandable goal for the
government in this case — and it appears likely to have played a role®; however,
an understandable goal is not a free pass for the government to share user

2 Center for Medicaid and Medicare Services, Press Release, Protecting Consumer Privacy on

trackers/296982/
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information and characteristics with an array of third-party commercial entities
without permission from users themselves.

HL Privacy concerns

Sharing of personal information with third parties is a privacy concern for several
reasons. People who visit government websites often do not have a choice. They
must visit a designated online place in order to access specific government
products and services, such as those on HealthCare.gov. For this reason, the
government should have been extremely cautious in its approach to third party
sharing. Without an easy to implement option to opt-out, users were effectively
coerced into agreeing to share personal health information, a clear violation of
their expectations. At a minimum they should be given a timely and meaningful
understanding of how their data is being collected and used by the website and
by any third parties, and they should be given a choice about whether or not this
is acceptable, with alternative access to comparable information and services if
they choose to opt out.

Because there is a universe of companies that hold volumes of data about
individuals, the addition of heaith information such as pregnancy status rounds
out a data profile that can be used for profit. Health information is sold for a high
premium on underground markets — some experts estimate as much as $40-$50
a record” — because it is fairly easy to monetize for criminals seeking to bill
expensive medical items to Medicaid for example or to commit medical identity
theft. Unlike financial details about a person, which can be reissued when
compromised, health information is more valuable because it changes less often
and is not as easy to reissue. Health information is not monitored routinely in the
same way that banks monitor financial activity and thus it is harder to recognize
theft and harder for consumers to seek redress. Individuals can get a new credit
card but it is not as easy to change or obtain a new medical profile.

Some though not all citizens that lack health insurance are from disadvantaged
communities, and thus the calculus for deciding on the use of third parties should
be weighed towards privacy and away from sharing. Consumers in
disadvantaged communities face more potential for harm such as being profiled
in data banks as “Rural and Barely Making It,” “Ethnic Second-City Strugglers,”
and “Retiring on Empty: Singles.”, categories which a recent Senate Commerce

4 Hu, Elise. Anthem Hacks Renews Calls for Laws to Better Prevent Breaches. National Public
Radio, February 5, 2015.

http://www.npr.ora/blogs/alitechconsidered/2015/02/05/384099 135/anthem-hack-renews-calls-for-
laws-to-better-prevent-breaches

5 Senate Committee on Commerce, Science, and Transportation, Office of Oversight and
Investigations Majority Staff. A Review of the Data Broker Industry: Collection, Use, and Sale of
Consumer Data for Marketing Purposes, December 18, 2013, Page ii.

08f2{255b577
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Committee report found. These characterizations may then prompt advertising of
the type of subprime mortgage loans and other predatory lending that
perpetuates the cycle of poverty.

The online environment is rife with this kind of data collection and sharing and
while some companies behave responsibly with user data, many do not. As a
steward for consumer protection, we believe the government’s online activities
should be held to a very high standard. The government should be constrained
about the sharing of personal data, should be highly transparent, and shouid
consider doing analytics or retargeting of any kind in-house in order to minimize
privacy and security risks.

. Security concerns

The number of third-party content providers loading code into the browser of
visitors to HealthCare.gov poses serious security issues. Researchers have
pointed to third-party content as one of the primary ways for websites to be
infected with malware.® Compromising the integrity of third party content
providers can accomplish a wide range of attacks, from simply changing the
content of the page to capturing user information and credentials like
passwords.” There is no evidence that personal information from HealthCare.gov
has been misused, but the number of outside parties that can load content
{essentially code executed in the browser) and that can see personal health
information about users is troubling. Vendors without a direct relationship (and
accountability) to the user are often the weakest link in the privacy and security
chain.

Malicious code was uploaded to the website in July of 2014% meaning that the
web portal was successfully hacked, though authorities maintain that no personal
information was stolen at that time. In September of 2014, a Government
Accountability Office (GAQO) report warned that "increased and unnecessary risks
remain of unauthorized access, disclosure or modification of the information
collected and maintained by HealthCare.gov." As of February 2015, the GAO's
six specific recommendations to improve HealthCare.gov privacy and security
appear to not have been fully implemented.

® Provos, Niels, McNamee, Dean, Mavrommatis, Panayiotis, Wang, Ke and Modadugu, Nagendra.
The Ghost In The Browser Analysis of Web-based Malware. April 2007.
https:/lwww.usenix.orgflegacy/events/hotbotsO7iech/full_papers/provos/provos.pdf

7 Grossman, Jeremiah. Third-Party Web Security FAQ, July 1, 2010.
htip:/fieremiahgrossman.blogspot.com/2010/07/third-party-web-widget-security-fag.htmi.

& www.cdt.org
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From the perspective of US Government federal information privacy guidance,
there are very few standards or other sources of guidance from agencies like the
National institute of Standards and Technology (NIST) that could be useful for
entities like CMS when setting up a complicated information service like
healthcare.gov. The most relevant material to privacy guidance is Appendix J of
NIST Special Publication 800-53,% a catalog of privacy controls that can be
employed beyond security measures to ensure privacy violations are minimized.
However, a list of controls without any guidance or framework as how to apply
them is limited in value and application. Comprised of a menu of privacy-
enhancing tools that federal agency privacy technical folks should consider using
in their systems, organizations, and deployments, they are useful but without a
framework for practical implementation. There is an ongoing and important NIST
effort to create standards for privacy engineering10 — which would provide the
guidance necessary around the controls in Appendix J of SP 800-563 — around a
risk assessment framework. While this is a very important effort, it is not yet
operational such that federal government designers and engineers could use it
while designing and deploying information systems.

V. HealthCare.gov’s privacy policy

We believe that HealthCare.gov should have been designed to strictly limit third
party data sharing. The practice of sharing with various third parties was, in this
case, exacerbated by poor disclosures in the HealthCare.gov privacy policy.
HeaithCare.gov’s privacy policy is quite broad and overly vague, allowing for
essentially unlimited user data to be shared with third parties.

Importantly, personally identifiable information (Pil) is not defined in the policy.
Although the National institute of Standards and Technology (NIST) has identified
data points that should be considered Pli, there is no requirement that
government agencies or companies adopt NIST’s definition. This creates a
loophole that, without guidance from HealthCare.gov’s privacy policy on what
constitutes Pll, may allow for some personal information to fall outside the site’s
policy protections. As the FTC has described, individuals possess an interest in
potentially identifiable information beyond “PII,*"" but the Healthcare.gov privacy

% See Appendix J (starting at p. 437) of NIST SP 800-53, “Security and Privacy Controls for Federal
Information Systems and Organizations,” available at:

'® privacy Engineering at NIST homepage. Accessed February 9, 2015.
http://csre.nist.gov/projects/privacy_engineering/index.htmi

! Federal Trade Commission, Staff Report. Self-Regulatory Principles for Online Behavioral
Advertising, February 2009. http://www fic.gov/sites/default/files/documents/reports/federal-trade-
commission-staff-report-self-regulatory-principles-online-beh:
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policy does not describe or acknowledge the possibility that personal information
may be collected without their knowledge through cookies and web logs.

The site policy states that it “uses a variety of technologies and social media
services to communicate and interact with citizens” but it is unclear from this
policy how extensive these communications are and what citizen information is
collected and by whom. The privacy policy should at the least note what
information, if any, is typically collected on citizens through third party interactions
and how this information is used, stored and shared by HealthCare.gov.
Furthermore, the description of use of cookies is, at best, confusing, by conflating
first and third-party cookies. HealthCare.gov notes it does not collect personal
information through cookies, but it is unclear whether third parties do have
access to a HealthCare.gov users’ personal information through cookies. Further,
the policy does not place limits on how long collected data may be retained. The
policy states that it will keep data “as long as needed to support the mission of
the website”. This essentially allows for limitless retention of citizens’ data, which
increases the data sets’ vulnerability to hacks.

HealthCare.gov’s privacy policy states "CMS conducts and publishes a Privacy
Impact Assessment (PIA) for each use of a third-party website and application

(TPWA) as they may have a different functionality or practice. TPWA PIAs are

posted for public view on the HHS website at hitp://www.hhs.gov/pia.”

Presumably, any entity that participates in data flows should be subject to a PIA
when instalied and when changed materially in function, especially if the parties
will be involved in directly handling sensitive health information, as was the case
here. Therefore, PiAs for all 50 entities found fo be sharing information should
have been available on HealthCare.gov’s privacy policy; if these PlAs were
conducted, they are not readily discoverable on HHS’s PIA website.

The privacy policy also claims that a user should “...review the third-party
privacy policies before using the sites and ensure that you understand how your
information may be used,” a direction that is both unrealistic and overly
burdensome for consumers, as well as being somewhat disingenuous since
many consumers are not aware at all of the third party collection of their data on
the site.

Two memorandums from the Office of Management and Budget (OMB) provide
clear guidance for federal agencies using analytics technology, including those
supported by third parties, which in this appears to have been ignored by website
developers. According to the OMB’s 2010 “Guidance for Online Use of Web
Measurement and Customization Technologies,” web measurement or

customization technologies must not “compromise or invade personal privacy.”?

'2 Office of Management and Budget. Memorandum For The Heads Of Executive Departments And
Agencies June 25, 2010. Page 4. “Federal agencies are forbidden from using technologies that: 1)
track user individual-level activily on the Internet outside of the website or application from which

& www.cdt.org
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The OMB further requires agencies to provide “clear, firm, and unambiguous
protection against any uses that would compromise or invade personal privacy.”
Additionally, OMB requires that agencies using this technology provide an easy
method for the public to opt-out such that the information available to individual
users is equal."™ The third party sharing practices on HealthCare.gov appears to
have violated these guidelines, as it is not clear if, as the agency has stated,
turning off cookies would have sufficed to stop this type of sharing.

OMB’s “Guidance for Agency Use of Third-Party Websites and Applications”
states “when information is collected through an agency’s use of a third-party
website or application, the agency should collect only the information necessary
for the proper performance of agency functions and which has personally
identifiable information (Pll) is collected, the agency should collect only the
minimum necessary to accomplish a purpose required by statute, regulation, or
executive order.” HealthCare.gov is also in violation of these rules. The
government could have chosen to restrict information sharing to only that needed
for the functionality of the site, running its analytics internally. Though it's not
clear if the site used retargeting to reach consumers who failed to complete a
transaction, it’s dubious whether such a purpose is necessary under the OMB
guidance.

VI Recommendations

The privacy and security missteps taken by HealthCare.gov were avoidable. Not
only did the OMB offer sound and easy-to-implement guidance on third party
sharing scenarios that the website designers ignored completely, there are
workable alternatives to third party sharing, such as performing analytics using
only first party data collected on HealthCare.gov via software that does not send
personal user information to the software maker. Another option would be

the technology originates; 2) share the data obtained through such techniologies, without the user’s
explicit consent, with other departments or agencies; 3) cross-reference, without the user’s explicit
consent, any data gathered from web measurement and customization technologies against Pll to
determine individual-level online activity; 4) colfect Plf without the user’s explicit consent in any
fashion; or for any like usages so designated by OMB.”

2 Office of Management and Budget. Memorandum For The Heads Of Executive Departments And
Agencies June 25, 2010. Page 5. “Clear Notice and Personal Choice. Agencies must not use web
measurement and customization technologies from which it is not easy for the public to opt-out.
Agencies should explain in their Privacy Policy the decision to enable web measurement and
customization technologies by default or not, thus requiring users to make an opi-out or opt-in
decision. Agencies must provide users who decline fo opt-in or decide to opt-out with access fo
information that is comparable to the information available to users who opt-in or decline to opt-
out.” “Clear Notice and Personal Choice. Agencies must not use web measurement and
customization technologies from which it is not easy for the public to opt-out. Agencies should
explain in their Privacy Policy the decision to enable web measurement and customization
technologles by default or not, thus requiring users to make an opt-out or opt-in decision. Agencies
must provide users who decline to opt-in or decide to opt-out with access to information that is
cormparable to the information available to users who opt-in or decline to opt-out.”
& www.cdt.org
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creating sharing buttons that direct users to social media without sending user
information to these sites.

A careful implementation of privacy principles could have prevented the problems
with HealthCare.gov. Specifically the site should have used only the data needed
for functionality, restricting data sharing with third parties uniess absolutely
necessary, and adhered to rules that allow for user opt-outs or opt-ins and
provide access to information without data sharing. As a general rule, one
supported by the recent data breach of Anthem, government agencies and other
organizations involved in health information should stop using Social Security
Numbers as patient identifiers, encrypt data in transit and at rest, and institute a
culture of data privacy and security that includes comprehensive training. We
would hope that in the future when a third-party web application or analytics
service is installed on HealthCare.gov that 1) at a minimum, a PIA has been
conducted and is easily available to visitors via the healthcare.gov privacy policy
page; and, 2) that only non-sensitive personal information wilt be exchanged,
intentionally or not, with these third-parties.

The government should address and fix the problems identified in the GAO
report. It should also adopt a policy of third party sharing only when necessary for
site functionality. It should strictly follow the practical and privacy-protective
guidance offered by OMB and should rewrite HealthCare.gov’s privacy policy to
make it responsive to these recommendations. Ultimately, Congress can best
protect consumer information by strengthening legal incentives for companies to
better safeguard data and by enacting comprehensive data privacy legislation to
give users more insight and control over how their information is collected and
used.
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Chairwoman CoMSTOCK. Thank you.
I now recognize Mr. Wright for five minutes.

TESTIMONY OF MR. MORGAN WRIGHT,
PRINCIPAL, MORGAN WRIGHT, LLC

Mr. WRIGHT. And it is a pleasure to be in the 10th District.
Thank you.

Chairwoman Comstock, Chairman Loudermilk, Ranking Member
Lipinski, and Ranking Member Beyer, and Members of the Com-
mittee, thank you for inviting me again to testify.

I am Morgan Wright. I am a Principal of Morgan Wright, LLC.
I provide advisory and consulting services to the private sector in
the area of cybersecurity, advanced technology introduction, stra-
tegic planning, and identity theft solutions. In addition, I am cur-
rently a Senior Fellow for the Center for Digital Government. The
Center is an advisory institute on information technology policies
and best practices in state and local government.

Now, I had the honor of testifying before the Committee on No-
vember 18, 2013, concerning the security of HealthCare.gov at that
time. Since that time, there has been progress made in addressing
security and privacy concerns, but yet I find myself repeating many
of the same observations today that I made nearly 15 months ago.

I was posed three questions from the Committee. As to the first
question, in the healthcare field, there is an approach they call
minimum effective dose, which is the lowest dose level that you
need to get a significant response. If we apply that to third-party
applications on the site, it is apparent to see that out of the 50 pre-
viously reported compared to the 11 I observed this morning when
I checked the site again, that was an overdose not needed as evi-
denced by the action of removing 39 of them since discovery. In
comparison, Whitehouse.gov and IRS.gov have only four and two
third-party applications running respectively. There is no doubt
some level of measurement is needed but 50 is digital overkill.

Numerous questions need to be answered by CMS. Are there any
written agreements governing the collection and use of PII? How
long has each third party been active on the site? How is the use
of data governed and audited? Were consumers ever notified that
their PII was being shared with third parties? And these are just
a few of the questions.

As to the second question, the security of the site has been a pri-
mary point of weakness since before the launch on October 1, 2013.
In my previous testimony, I highlighted several major issues prior
to and after launch. Among them was the lack of and an ability to
conduct an end-to-end security test on the production system. The
fact that numerous security flaws, flaws that are the most basic
type, are left to be discovered by outside third parties, makes it ap-
pear HealthCare.gov is crowdsourcing the security and privacy of
this important site.

In September of 2014 the GAO issued a report on the site. The
highlights state in part that weaknesses remain in both the proc-
esses used for managing information security and privacy, as well
as the technical implementation of IT security controls. Just some
of the key findings: one of the key findings, CMS has not fully im-
plemented security and privacy management controls. It stated
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that it did not fully implement actions required by NIST before col-
lecting and maintaining PII.

Another finding: CMS did not document key controls in system
security plans. The findings said without complete system security
plans, it will be difficult to make a fully informed judgment regard-
ing the risk. Look, if an authorized security decision-maker cannot
be fully informed to understand the current risk, it is inconceivable
to think that sufficient information exists today to enable 50 third-
party applications to operate on HealthCare.gov and to fully under-
stand the associated risk.

Another finding: CMS did not conduct complete security testing.
This is an echo of my previous testimony.

And one of the final ones: control weaknesses continue to threat-
en information and systems supporting HealthCare.gov. And in the
finding it said CMS—and this is the troubling one—CMS did not
restrict systems supporting the federally facilitated marketplace,
FFM, from accessing the internet allowing these systems to access
the internet may allow for unauthorized users to access data from
the FFM network, increasing the risk that an attacker with access
to the FFM could send data to an outside system or that malware
could communicate with the command-and-control server.

The unmanaged access to outside connectivity is very dis-
concerting. The documented activities of Unit 6139A of the Chinese
People’s Liberation Army and the indictment of five of their mem-
bers relied upon this exact recipe for their activities. The introduc-
tion of third-party applications combined with lack of security,
oversight, and control raises the specter of current and undetected
state-sponsored penetration of HealthCare.gov. Significant data
breaches have been accomplished against far more secure systems.

And as to question three, as NIST continues its leadership role,
it has spearheaded the development of the framework for improv-
ing critical infrastructure cybersecurity. A review of the framework
provides valuable approaches for CMS to utilize in securing the
site. The aspect of privacy is so fundamental that it was referred
to 30 times in the document. One of the foundational documents is
their Special Publication for Information Systems and a key section
of the document is Appendix J, Privacy Control. It is a relatively
new section but I believe that there is one control under there, AR-
3, privacy requirements for contractors and service providers would
be applicable in this case to the use of third-party applications and,
if followed, would have allowed—would not have allowed for the
proliferation of unmanaged data collection.

So thank you for your time and I look forward to your questions.

[The prepared statement of Mr. Wright follows:]
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Testimony of Morgan Wright, Principal, Morgan Wright, LLC,
Before the House Committee on Science, Space, and Technology,
Subcommittee on Research and Technology

and Subcommittee on Oversight
February 12, 2015
Chairwoman Comstock, Chairman Loudermilk, and members of the Committee:

Thank you for inviting me to testify before you today. I'm Morgan Wright, Principal of
Morgan Wright, LLC. I provide advisory and consulting services to the private sector in
the areas of cybersecurity, advanced technology introduction, market development,
strategic planning and identity theft solutions. In addition, I am also a Senior Fellow for
the Center for Digital Government. The Center for Digital Government is a national
research and advisory institute on information technology policies and best practices in
state and local government. Through its diverse and dynamic programs and services, the
Center provides public and private sector leaders with decision support, knowledge, and

opportunities to help them effectively incorporate new technologies in the 21st century.

T am providing this written testimony pursuant to your invitation to testify. My

testimony is in response to the three questions posed by the committee:

1. Why would HealthCare.gov need to embed data mining firms within the
website’s infrastructure and is it reasonable for there to have been 50 companies
connected at one time?

2. What are the cybersecurity implications of the high number of third party
connections to HealthCare.gov, and what are the vulnerabilities associated with
these types of connections?

3. What guidance does the National Institute of Standards and Technology provide
federal agencies relative to cybersecurity practices, and how would they be

applicable in this context?
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companies connected at one time?

According to Gartner, data mining? is defined as “The process of discovering
meaningful correlations, patterns and trends by sifting through large amounts of data
stored in repositories. Data mining employs pattern recognition technologies, as well

as statistical and mathematical techniques.”

Investopedia defines data mining? as “A process used by companies to turn raw data
into useful information. By using software to look for patterns in large batches of data,
businesses can learn more about their customers and develop more effective marketing
strategies as well as increase sales and decrease costs. Data mining depends on

effective data collection and warehousing as well as computer processing.”

A reasonable user of the site would be led to believe that there are third-party
applications to measure web site statistics, in addition to the obvious social media
providers. Since a user coming to the site, either directly or from a referral (like a search
engine or link from another site), is not required to enter any personally identifiable
information (PII), it is reasonable to assume that their PII later entered on the site

would not be passed to anyone other than HealthCare.gov.

The original press reports by AP3 indicated that 50 separate third party applications
were collecting data from consumers without their knowledge. According to the story
Medicare spokesman Aaron Albright said outside vendors "are prohibited from using
information from these tools on HealthCare.gov for their companies' purposes.” The use
of the term ‘vendor’ would imply some form of written agreement as to specific

prohibitions on use of the data.

1 http:/ fwww.gartner.com /it-glossary/data-mining

2I’lttp://vwvw.invesn dia.com /terms/d /datamining.asp

3 hitp://apnews.myway.com/article/20150120 fus--health_overhaul-privacy-8b7¢5d925b.html
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After the initial report, Cooper Quintin of the Electronic Frontier Foundation published
a follow-up article examining the current state.4 In it, he wrote “EFF researchers have
independently confirmed that healthcare.gov is sending personal health information to

the same data on Feb. 10th and observed at least 12 third party sources.

Troubling questions arise as to this practice of allowing numerous companies to access
the data, including:
» Does CMS have a standard agreement third parties are required to execute before
being allowed access to HealthCare.gov? If so, where are these agreements?
» Does CMS have a list of all companies with third party access? If so, how long has
each company been operating on HealthCare.gov?
« If written agreements exist, does CMS verify what data is being collected and that
the data is being used only for the specific purpose for which it was collected?
* Does legal counsel review these agreements? What are the specific privacy
provisions in each agreement?

« Isdata ever sold to third parties? Does CMS charge for access?

The ability to identify a consumer based on their online activity, regardless of the
perceived level of anonymity indicated by a privacy policy, was demonstrated by a recent
article on a study by MIT scientists and published in the journal Sciences. The study
found that “Scientists showed they can identify you with more than 9o percent
accuracy by looking at just four purchases, three if the price is included -- and this is

after companies ‘anonymized’ the transaction records.”

A consumer visiting HealthCare.gov, providing only minimum information like browser,
IP address and operating system could have their ‘anonymous’ data harvested by
numerous data brokers, and would be able to match your previous browsing history on

other sites and make correlations. While some level of measurement on HealthCare.gov

4 https:/fwww.eff.org/deeplinks/2015/01 /healthcare.gov-sends-personal-data
5 http:/ fwww.thonline.com /news /business/article_906ceef0-{32{-521f-2f2b-06dcBfab74e0.html
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is needed {and it makes no business sense not to have any measurement), the use of 50
companies to perform data mining is digital overkill and puts the PII of consumers at

significant risk.

“the high number of third party

connections to HealthCare.gov, and what are the vulnerabilities associated

with these types of connections?

The security of HealthCare.gov has been a primary point of weakness since before the
site launched Oct. 1, 2013. In my previous testimony before the House Science, Space
and Technology Committee on November 18, 2013, I highlighted several major issues
prior to and after launch. Primary among them was the “...lack of, and inability to
conduct, an end-to-end security test on the production system. The number of
contractors and absence of an apparent overall security lead indicates no one was in

possession of a comprehensive, top-down view of the full security posture.”

The fact that numerous security flaws, flaws that are the most basic type (unencrypted
PII, SQL injection attacks, etc.) are left to be discovered by outside third parties makes it

appear HealthCare.gov is crowdsourcing the security and privacy of the site.

In September of 2014, the United States Government Accountability Office (GAO)
issued a report entitled “HEALTHCARE.GOV — Actions Needed to Address Weaknesses
in Information Security and Privacy Controls”. (GAO report, GAO-14-730¢) The
highlights clearly state that “ While CMS has taken steps to protect the security and
privacy of data processed and maintained by the complex set of systems and
interconnections that support Healthcare.gov, weaknesses remain both in the
processes used for managing information security and privacy as well as the technical

implementation of IT security controls”™.7

6 hetp:/ fwww.gao.gov/products/GAO-14-730
7 hitp://www.gao.gov/assets/670/66584 Lpdf
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There are several key findings worth noting and expounding upon. In this section, I will
outline those findings and provide a high-level observation of the cybersecurity
implications for each. It must be noted that privacy and security are intertwined - you
cannot have one without the other. Policies are only as effective as the implementation,

enforcement, management, audit and revision of them.

Information Security and Privacy Weaknesses Place Healthcare.gov Data at
Risk (Page 35)

“However, CMS has not fully addressed security and privacy management
weaknesses, including having incomplete security plans and privacy documentation,

conducting incomplete security tests...”.

In my original testimony, this was a key area I highlighted that was critical and needed
immediate resolution to. It is a known maxim that you cannot manage what you cannot
measure. CMS is unable to measure the security of HealthCare.gov because it has never
successfully completed comprehensive security testing of the entire site. Adding third-
party applications without proper due diligence and compliance speaks to the continued
lack of oversight and management of the security of the site. Willfully or unintentionally
ignoring established governance mechanisms and security controls in order to add up to

50 third-party applications is incomprehensible.

CMS Has Not Fully Implemented Security and Privacy Management
Controls Associated With Healthcare.gov (Page 42)

“Though CMS developed and documented security polictes and procedures, it did not
Sfully implement actions required by NIST before (emphasis added) Healthcare.gov

began collecting and maintaining PII from individual applicants.”

The failure to follow published, documented and widely available security guidance
from NIST, even when compliance was mandatory, only increases the likelihood of a
preventable security incident. Because privacy controls were not fully implemented, it is

difficult to understand how CMS and HealthCare.gov could truly understand the scope
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and magnitude of any Personally Identifiable Information (PII) being collected and used
by third party applications — especially applications that are data mining
products. And, because security controls were also not fully implemented, it is just as

difficult to understand how CMS prevented unauthorized access to, or use of, this PIL

CMS did not document key controls in system security plans (Page 42-43)

“Without complete system security plans, it will be difficult for agency officials to make
a fully informed judgment regarding the risks involved in operating those systems,
increasing the risk that the confidentiality, integrity, or availability of the system could

be compromised.”

This finding was written months before the existence of the 50 embedded third party
applications that spawned the current hearing before the Committee. If an authorized
security decision maker cannot be fully informed in order to understand the current
risk, it is inconceivable to think sufficient information exists to enable 50 third party
applications to operate on HealthCare.gov and to fully understand the associated

risks.

CMS did not fully assess privacy risks in PIAs (Page 43)

“CMS privacy documentation was also incomplete. OMB requires agencies to assess
privacy risks as part of the process of developing a privacy impact assessment (PIA)...
However, in completing these PIAs, CMS did not assess the risks associated with the

handling of PII or identify mitigating controls to address such risks.”

Given the amount of time the system has been under development, and the amount of
money spent, the one area CMS should have exceled at is privacy. The failure to fully
understand and document the privacy impacts only means future decisions will also be

based on incomplete information, as in the case of the third party applications.
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CMS did not conduct complete security testing (Page 46)

“NIST and CMS guidance make clear that the security of complex systems such as the
FFM and interconnected systems needs to be tested in a comprehensive fashion that
takes into consideration how the systems are interconnected and how security controls

are managed across all interconnected systems...”

(Page 49) “Without comprehensive testing, CMS does not have reasonable assurance
that its security controls for the FEM are working as intended, increasing the risk that

»

attackers could compromise the confidentiality, integrity or availability of the system.

Unless, and until, CMS is able to conduct a complete security test, it will forever be
unable to make a qualified risk decision relating to privacy and security. This means
avoidable risks will become unavoidable, and preventable incidents will become

unpreventable.

A primary source of this risk was the apparent unabated installation of third party
applications that collected numerous types of data from consumers visiting
HealthCare.gov — data they were unaware of that was being collected and not informed
of prior to. It cannot be underscored heavily enough that a fundamental task CMS
should do, without further delay, is the complete end-to-end security testing of
HealthCare.gov.

Control Weaknesses Continue to Threaten Information and Systems

Supporting Healthcare.gov (Page 50)

(Page 51) “CMS did not effectively implement or securely configure key security tools
and devices on the systems supporting HealthCare.gov to sufficiently protect the users
and information on the system from threats to confidentiality, integrity and

availability.”
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“CMS did not restrict systems supporting the FFM from accessing the Internet...
Allowing these systems to access the Internet may allow for unauthorized users to
access data from the FFM network, increasing the risk that an attacker with access to
the FEM could send data to an outside system, or that malware could communicate

with a command and control server.”

The key word in the finding is “continue”. Consumers using HealthCare.gov are exposed
to ongoing risk that their PII will be compromised, or used inappropriately by third
party applications. Most troubling is the finding that these systems had access to the
Internet. The unmanaged access to outside connectivity is very disconcerting. The
documented activities of Unit 61398 of the Chinese PLA, and the indictment of four of

their members, relied upon this exact recipe for their activities.

The introduction of third party applications, combined with lack of security oversight

and controls, raises the specter of current undetected state-sponsored penetration of

HealthCare.gov. Significant data breaches have been accomplished against far more
secure systems.

provide federal agencies relative to cybersecurity practices, and how would

they be applicable in this context?

Throughout the GAO report, numerous references to NIST publications are
documented. As NIST continues its leadership role, it has spearheaded the development
of The Framework for Improving Critical Infrastructure Cybersecurity® (The
Framework). This was authorized by on February 12, 2014, via Executive Order 13636.

In addition, NIST has also developed the Risk Management Framework? that has
marshaled all of the Federal Information Security Management Act (FISMA) standards

8 http:/ /www.nist.gov/cyberframework/upload/cybersecurity-framework-021214-final.pdf
9 http://esrenistgov/groups /SMA ffisma /frameworichiml
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and guidance in order to generate the proper awareness and development of

comprehensive security programs.
The Framework

A review of The Framework provides valuable approaches for CMS to utilize in securing
HealthCare.gov. Through the Executive Order, the issues of security and privacy were
specifically addressed. The Order states “It is the Policy of the United States to enhance
the security and resilience of the Nation’s critical infrastructure and to maintain a
cyber environment that encourages efficiency, innovation, and economic prosperity

while promoting safety, security, business confidentiality, privacy, and civil liberties.”

The aspect of privacy is so fundamental to The Framework, it is mentioned over 30
times in the document. The other aspect that makes The Framework a model approach
is the voluntary collaboration between the public and private sector in developing the
document. While it is voluntary, the benefit of the collective insight and experience

across multiple sectors and domains is impressive.

The Framework is a collection of 97 controls and 5 discrete functions. The functions
contain relevant categories and subcategories for each function, along with a set of
informative references for each subcategory. The advantage of The Framework over
FISMA is that The Framework is a living document — constantly updating and evolving

based on the collective contributions of all.

One of the foundational documents of The Framework is NIST Special Publication 800-
53 Revision 4, Security and Privacy Controls for Federal Information Systems and
Organizations, April 2013 (includes updates as of Jan. 15, 2014)'°. SP 800-53 Revision
4 is a furtherance of the statutory responsibilities of NIST under FISMA.

0 http://nvipubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-53r4.pdf
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A key section of SP 800-53 Revision 4 is Appendix J — Privacy Control Catalog. It is a
relatively new section intended to “address the privacy needs of federal agencies”.
According to the document, the Privacy Appendix addresses some of the key issues, such
as:

» Provides a structured set of privacy controls, based on best practices...

* Establishes a linkage and relationship between privacy and security controls...

* Demonstrates the applicability of the NIST Risk Management Framework...

¢ Promotes closer cooperation between privacy and security officials...

Under Appendix J, there is a set of controls that belong to the ‘Accountability, Audit and
Risk Management’ family. I believe control ‘AR-3 Privacy Requirements For Contractors
And Service Providers’ would be applicable to the use of third party applications. And, if
followed, would not have allowed for the proliferation of unmanaged data collection. In

part, the control says:

a. Establishes privacy roles, responsibilities, and access requirements for
contractors and service providers; and
b. Includes privacy requirements in contracts and other acquisition-related

documents.

Supplemental Guidance: Contractors and service providers include, but are not

limited to (emphasis added), information providers, information processors, and
other organizations providing information system development, information
technology services, and other outsourced applications (emphasis added).
Organizations consult with legal counsel, the Senior Agency Official for Privacy
(SAOP)/Chief Privacy Officer (CPO), and contracting officers about applicable laws,

directives, policies, or regulations that may impact implementation of this control.
The foregoing is in addition to the security controls in Appendix F (Security Control

Catalog) and G (Information Security Programs). The application of this one control

could have mitigated the unnecessary exposure of PII by HealthCare.gov.

10
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Chairwoman COMSTOCK. Thank you very much. I thank the wit-
nesses for their testimony and insights.

And now we are going to do questioning for five-minute rounds.
And I will recognize myself for five minutes.

Now, given that we first learned about these I guess about three
weeks ago. If we were—and this is to both of you—if
HealthCare.gov were employing a lot of the management tools that
you have outlined here for us, would CMS be able to fairly simply
tell us what was going on? Is it something that should take a long
time for them to tell what their system does and whether it is safe
or not? Because I think from the consumers’ standpoint, I think we
would like to know pretty quickly what is going on one way or the
other in case it needs to be remedied, like you said in the case of
if 50 is too many, what is okay or what is—shouldn’t they know
how many are there? So I am just trying to get a sense of what
should they be doing so that they can tell us something fairly basic
like this pretty quickly.

Mr. WRIGHT. You bring up—and I appreciate the question. You
bring up from my prior testimony, I think one of the fundamental
things that has to be done is a complete end-to-end security test
of the production system. It is referenced again in the GAO report
and Ranking Member Lipinski, even to your comments, there has
been a lot of significant progress made. They do need to do mar-
keting but we all want that marketing to be safe. You know,
HealthCare.gov isn’t about R’s and D’s. It is about ones and zeros.
It has no allegiance to a party. It does what it is told and my con-
cern is that the ones and zeros are not being told to do the right
things to protect not only the privacy but the security. You can’t
have total visibility of a system until you understand end-to-end.
And the government would not allow a car to be sold on the open
market unless it went through a complete crash test. You cannot
test individual components of a car and say it is safe; it has to go
through the entire gambit. And HealthCare.gov should do the
same.

Ms. DE Mooy. Yes, thank you for the question. I think from a
consumer perspective the way that people would have found out
about this was through the privacy policy, and we found a lot of
problems with the HealthCare.gov privacy policy. For example, it
is very broad and very vague. They don’t define personally identifi-
able information and there are guidelines in NIST for defining this,
but the impetus is on the privacy policy to sort of define it for itself
so that there aren’t any loopholes in which data can fall through.
So that would have been very helpful. That would have been a
form of transparency that would have allowed people to understand
a little bit more.

Also, the privacy policy kind of deferred to the privacy policies
of the third parties. So it was—the onus was on the consumers or
the visitors of the site to find out the policies then of the third par-
ties, which is a little disingenuous considering that many of people
had no idea that these third parties were there in the first place.

Chairwoman COMSTOCK. You know, if one of the reasons why
they are doing this is they are trying to reach more people to say
hey, you might be eligible, you know, whatever you are doing,
aren’t there other much safer ways to do that? Like, say, you know,
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if we know a particular ZIP code has a high density of uninsured
people, you can—I mean would it expose anyone’s privacy if you
were maybe advertising online to somebody in their ZIP code or,
you know, you were doing outreach efforts that are targeted to tar-
geted populations? Is there a way—what is the best—you know,
sort of best practices on doing that in a way that secures people’s
privacy?

Ms. DE Mooy. Sure. Yes, Chairwoman, I think that the way that
you put it is exactly right, that there are ways to limit it to certain
data points so that you are not getting unnecessary data in order
to do things like retargeting. And yes, there are very good reasons
why the government, to fulfill its mandate, would need to do out-
reach to try to get more enrollment, to try to get people aware of
these programs.

That said, I think the way that my fellow witness here put it,
it was overkill. There was no need for the leakage that occurred.
And I think some of this is governed by the contracts that existed
between the government and the vendors that they used, and I
think it would be very helpful for when the government witnesses
are here to find out exactly what the terms of those contracts were
in terms of data sharing.

Mr. WRIGHT. Just a quick follow-up, too. You know, I am not the
marketing expert, but however, I do know is that a great mar-
keting product or software implemented poorly is still a poorly de-
signed product. And the concern is is that even though as these
things collected data and information, there is a huge issue with
the collection of data by several—there are about 52 major data
brokers that, if you want to find out what somebody is doing on-
line, their address, we saw this in Ferguson, we saw this with ISIS
and the compromise of the CENTCOM site. They are using person-
ally identifiable information to target people.

Ask Colonel Replogle of Missouri Highway Patrol. His informa-
tion was released by Anonymous and he was specifically targeted.
So these things—these programs have consequences if not man-
aged correctly.

Chairwoman COMSTOCK. Thank you very much.

And I now recognize Mr. Lipinski.

Mr. LipiNskI. Thank you, Madam Chairwoman.

I just want to make sure we try to take a couple steps back here
because there is a lot we don’t know unfortunately. And I do look
forward to asking questions of the—of the CMS.

But just so I have a better understanding, I think we discussed
the use of third-party analytics tools is common in both private and
governmental websites. What usually is done on a private website
when they are using a third-party data analytic—how is it—how is
privacy—and again, we have to talk about what the standards are
going to be, but what is usually done? When I go to a website, how
often are there third parties looking at the data and what happens
with that and how do I know that there are third parties? What
is going on with that and am I—is there any way that I am pro-
tected if I am going to a private website?

Ms. DE Mooy. Thank you for the question. It is a great question
and is sort of begins at the layers of communication that occur
when you go onto the web. Some of them are behind the scenes and
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some of them are more apparent. It is rampant on the web cer-
tainly with commercial websites but even, you know, all sorts of
entities. Data sharing is absolutely aggressive. So in terms of pro-
tections, there are very few. There are settings that you can place
on browsers that restrict or at least broadcast the fact that you
would not like to be tracked, but those are sort of on the honor sys-
tem right now, which makes it difficult to enforce.

But just to get back to your technical question, when you are on-
line and say, for example, you click on a link or you go to a website,
it will trigger a message from your browser to the intended
website’s server and that sort of announces your arrival to them
and it will share basic information about you like your IP address,
which I think most people know but it is sort of like your telephone
number is your address on the telephone network. Your IP address
is your address on the internet. And the information exchanged
usually during this point is just utilitarian, sort of what does your
browser support so that the website will load correctly?

When a website wants to customize this and wants to sort of re-
member who you are and remember certain places that you may
have gone, things you are interested in, which is how we put
customization, they may enact third parties and that may involve
dropping a cookie, which is sort of a little recorder is the way I like
to think of it, onto your computer and that will observe where you
have been and it will also observe where you are going to, so dif-
ferent websites the you are surfing to. And if the site wants to do
marketing and advertising, they will employ third parties and they
will have different contracts. And this can be up into the hundreds
and thousands for some sites.

Mr. LipINSKI. And why would there be so many?

Ms. DE Mooy. Well, it is a lucrative business and data miners
and advertising networks work in real time, and so the time that
you are online may feel slow to you but to the advertising net-
works, they are grabbing millions and trillions of data points every
single second. And so that is monetized then into serving advertise-
ments. So the more, the merrier.

Mr. LipINsSKI. Okay. Because is there any—the question is for
the—for HealthCare.gov is why were there so many—however
many it is—and we are still not exactly sure how many—why
would there be a dozen, two dozen, three dozen——

Ms. DE MooyY. Um-hum.

Mr. LipINSKI. —and why would HealthCare.gov—why would they
use that many?

Ms. DE Mooy. To me that is inexplicable to be quite honest. I
can tell you that the rationale would probably include web
customization, so wanting, as they said, to make the site more
streamlined, more intuitive for people so that it is easier to find ac-
cess to the information they are looking for. In other words, if a
consumer comes to a website and they really just want to see the
plan rates, but the website will serve that to them the next time
and it sort of remembers that.

The act of having—especially for a government website—that
many entities in order to do something like retargeting to me is in-
explicable. I think it is an example—and this is just speculation—
is an example of when you have multiple different contractors
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working on a project, this was sort of the easiest and kind of laziest
way to design the site, to do—there are ways to do it in-house and
there are ways to do it in a more privacy-protective manner, but
that was not done here.

Mr. LipiNskI. Okay. There are ways to do that in-house, you
said——

Ms. DE MooyY. Yes.

Mr. LiPINSKI. —and your testimony you had talked about that.
I think I am going to—my time is almost up. I want to make sure
everyone else has questions.

If we have time for a second round, I will have more, but I yield
back.

Chairwoman CoMSTOCK. Thank you.

I now recognize Mr. Johnson five minutes.

Mr. JOHNSON. Thank you, Madam Chairman. And thank you to
the panelists for being here today.

I can tell you that as a 30-plus year IT professional both in the
Department of Defense and in the private sector I remain very,
very concerned about the inadequacy of security and the safe-
guarding of consumers’, hard-working taxpayers’ personal private
information.

Ms. De Mooy, in May of 2013 the President issued that Executive
Order to establish an open data policy to make open and machine-
readable data the new default for government information taking
really historic steps to make government-held data more accessible
to the public and to entrepreneurs while appropriately safe-
guarding sensitive information and rigorously protecting privacy, or
so it is stated.

Let’s go back for a second so that I can get this straight. Is it
mandated in your opinion—it has been mandated by the govern-
ment that Americans need to sign up for healthcare and that, for
the most part, they will do so on the government-created website
HealthCare.gov, correct?

Ms. DE Mooy. That is correct——

Mr. JOHNSON. Okay.

Ms. DE Mooy. —as far as I know.

Mr. JOHNSON. Now, once they are on HealthCare.gov, they have
to give their personal information in order to sign up for their
healthcare, correct?

Ms. DE Mooy. That is correct, sir.

Mr. JOHNSON. Okay. And with what we are learning today, the
government is then helping companies through this Open Data Ini-
tiative to collect all of that personal information of the American
people—on the American people, correct?

Ms. DE Mooy. I am not quite sure what the question was.

Mr. JOHNSON. What we have learned from the President’s Execu-
tive Order and all of this open data transformation that he has
done, we are learning that the government is helping these outside
companies through their data mining efforts, through this Open
Data Initiative to collect all of that personal information on the
American people, correct?

Ms. DE Mooy. My understanding of the Open Data Initiative is
a bit different. It is more about actionable data that can be used
to help the public or for the public. It is more about transparency.
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And in this case, transparency would have been very helpful. I
think that the fact that people have no choice when they come is
a serious problem that should have held the government to a high-
er standard in terms of protecting their privacy and security.

Mr. JoHNSON. Well, again going back in my experience and
something that Mr. Wright said a little earlier, you know, this is
not rocket science. It is ones and zeros. And if they are allowing
this Open Data Initiative to collect some information that is out
there, I mean we have seen how many different commercial and
government systems have been hacked by the bad guys already——

Ms. DE Mooy. Um-hum.

Mr. JOHNSON. —and with the security concerns that we have got
about HealthCare.gov already, do you believe that the Administra-
tion is yearning for greater openness to make government-held
data more accessible? Do you believe that has, whether inten-
tionally or unintentionally, potentially compromised American citi-
zens’ privacy on HealthCare.gov?

Ms. DE MooY. In my opinion, no. I think the government—I can’t
speak for what the intentions were. I don’t have any direct knowl-
edge of that, but I can say that my understanding of the Open
Data Initiative was about giving citizens more opportunities for ac-
tionable data, more transparency in the government, and I think
in this case it had more to do with the function of the site, which
was to reach as many people as possible, to, you know, do some ad-
vertising and marketing to get to the populations that would be in-
terested in this. And I think they went far beyond what was nec-
essary and far beyond what their own government has suggested
and prescribed.

Mr. JOHNSON. I am running out of time.

Mr. Wright, same question to you. Do you think that allowing
this Open Data Initiative, have we potentially compromised Amer-
ican citizens’ privacy on HealthCare.gov given what we already
know about the security inadequacies of the system?

Mr. WRIGHT. My opinion would be yes because it is a—because
now what you are mandating is a philosophy and a direction to say
everything will be shared except for maybe some certain things. So
people may be interpreting what the intent of the Executive Order
was and they are attempting to do things, but without clear guid-
ance, without clear structure, without clear privacy and security,
you then get the law of unintended consequences, which is the in-
formation is used improperly and collected improperly and collected
in an unabated fashion.

Mr. JOHNSON. I tend to agree with you, Mr. Wright. I respect
your opinion, Ms. De Mooy, but as someone who has had to provide
security to systems—in systems, I personally think we have opened
the proverbial barn door and the cows are going to get out. And
with that, I—my time is expired.

Ms. DE Mooy. I am sorry. I just had one additional comment to
make, sir.

Just—I think The Open Data Initiative should be coupled with
the understanding that trust is necessary. The people needed to
have trust in the systems and particularly when it comes to
healthcare Americans shouldn’t have to choose between privacy
and health.
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Mr. JOHNSON. Oh, my goodness, Madam Chair, you are exactly
right. The people should be able to trust, but the Administration
has demonstrated clearly that it is not a trustworthy system.

Ms. DE Mooy. Right, and perhaps proverbial—

Mr. JOHNSON. Security was never designed into the system in
the first place.

Chairwoman CoMSTOCK. Thank you.

I now recognize Mr. Beyer for five minutes.

Mr. BEYER. Thank you, Madam Chair.

Mr. Wright, I just wanted to clarify one thing. You suggest in
your testimony that personally identifiable information was re-
leased from HealthCare.gov and it is true that information was re-
leased to third parties—we have heard about this, the 50 people—
50 agencies, and there certainly are legitimate privacy-related
questions, but from everything I know there is no PII data that
was actually released and certainly no medical records.

Unfortunately, we have seen many, many other instances of PII
data released on a frequent basis. Last year, eBay revealed that
hackers had stolen the personal records of 233 million users, in-
cluding usernames, passwords, phone numbers, and physical ad-
dresses. Anthem, we talked about, with the 80 million. My wife
seems to get a new credit card every 90 days because the bank
sends her a note saying the credit card has been compromised. And
these are all unfortunate circumstances but they point to larger
issues, security and privacy, but I don’t think they point to specific
PII data from HealthCare.gov. Your comments?

Mr. WRIGHT. No, correct. And it is not the implication that peo-
ple’s complete PII was released, but when you take pieces of infor-
mation such as your age, your income, whether you are pregnant
or not or you smoke, the whole point about the ability to correlate
from large amounts of data sets, your visit at HealthCare.gov com-
bined with information from other data brokers or other things
that you have done has now created the opportunity, and actually
the end result then is the disclosure because you provided the key
components that link behavior on one side or behavior on the inter-
net now to very specific information about you.

The Chair, when she released her statement, is one of the things
in my written testimony about MIT. We have now gotten to the
point on the internet to where there is so much data floating out
there it takes very small steps to be able to create a profile on user
to understand where you live, what you do, what your interests
are. Marketers use it all the time but the issue—the difference be-
tween the public sector and the private sector is if my information
gets exposed from eBay, there will be 1,000 attorneys filing class-
action lawsuits. Unfortunately, with the immunity of the federal
government, citizens don’t have the same recourse. So to your
point, that higher standard needs to be there. So because I don’t
have that recourse I should then have the higher standard to not
have to worry about that.

But in total agreement, no specific PII was released, but the com-
bination of factors and bringing it all together, it is the totality of
the circumstances, not an individual action.

Mr. BEYER. Okay. Thank you very much.
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Ms. De Mooy, is there any reason not to prohibit third-party ven-
dors and can the website even be evolved to work without outside
vendors, in-house data analytics? And I wonder, too, this is very
speculative, but we know how tortured the rollout of
HealthCare.gov was. How much of this do you think was the crash-
ing and burning of CGI and the replacing with Accenture and all
the firms trying to put Humpty Dumpty back together again?

Ms. DE Mooy. Well, I appreciate that analogy. I don’t have any
knowledge about the mechanisms that went on. I can speculate
that when you hire a lot of outside vendors to work on one project,
that the communications can fall apart. And I think in this case,
when I look at the site design, it feels to me a bit lazy. And like
I said before, the easiest thing is to just allow rampant sharing. It
is a little more technical and in fact more well-designed to limit
that sharing.

Yes, the government could do some of the analytics, definitely
the analytics in-house. They could create sharing buttons. They
could have, you know, really ironclad privacy policy that includes
privacy policies for their third parties as opposed to sort of adopt-
ing the policies of their third parties.

Mr. BEYER. You had mentioned that we need comprehensive data
privacy legislation.

Ms. DE Mooy. Correct.

Mr. BEYER. Is there such model legislation out there?

Ms. DE Mooy. We are waiting on the White House. They had
said that they would release it 45 days after the President’s State
of the Union address.

Mr. BEYER. Okay. Great. Thank you.

I yield back, Madam Chair.

kMr?. WRIGHT. Could I actually add just one comment? Is that
okay?

To your point, though, actually I think one of the things that
would help is really not a technical issue. Back in my day doing
work inside the justice, the intelligence community, the one thing
that always had to be there was that executive sponsorship, that
single point of contact who is what—we used to call it the single
throat to choke. I think something that would vastly help and I
think the implementation of Accenture over CGI, bringing in peo-
ple who actually have the ability to do that leadership and create
that single point of leadership. I think that is one of the biggest
failures is there was no single prime in charge of the entire project.
We had a lot of stovepipes, which we know from information shar-
ing caused problems. I think the biggest thing they could do is real-
ly get down to that single point of contact, who is the true leader
ichat?I can go to, push their belly button, and solve all of my prob-
ems?

Mr. BEYER. Thank you very much.

Chairwoman COMSTOCK. Good. I now recognize Mr. Posey for five
minutes.

Mr. PosEY. Thank you, Madam Chairman.

I understand the purpose of retargeting. When I look at a bar-
becue or a bathroom vanity or a power tool on a hardware store
website, I understand, but it doesn’t necessarily make me com-
fortable that the same product pops up on the next website that I
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visit. And, you know, I understand the idea that companies want
to be able to target me in a similar way, but I don’t understand
why HealthCare.gov would feel the need to have such similar tac-
tics incorporated as to hardware store or Zappos or whatever. I
mean it seems like a larger invasion of privacy. It seems like a
larger invasion of privacy to me. Just wondering what your
thoughts are, both of you?

Ms. DE Mooy. Thank you for the question. I think the reason
that I would imagine that the government would give for doing re-
targeting, which, as I said before, it isn’t certain—it appears to be
likely but it is uncertain—the reason they would have done that
would be to find the people who needed the information, so to reach
into communities where people who don’t have health insurance
live, go to the sites, and the way that they would learn this is by,
you know, sharing the information and learning where people come
from to where they first learned about it and link to the site and
go and making sure that they are advertising at that site.

One of the problems with that in terms of—from a privacy advo-
cacy perspective is that when you reach into communities such as
those that don’t have health insurance, you are often reaching into
communities that are disadvantaged, and there have been studies
and surveys that show that people who are disadvantaged tend to
suffer more privacy harms in terms of being labeled. I know the
Senate Commerce Committee report came out that identified some
of these labels has “urban and barely making it,” “second city eth-
nic,” things that are insulting to say the least but also can actually
accelerate the cycle of poverty by sending things like predatory
loans and different sorts of interest rates.

Mr. WRIGHT. I am with you. I confuse privacy and property all
the time. I think I buy too much online sometimes.

My aspect on it though is not from a marketing standpoint, but
any time—if you take a penny and you double it, you know, every
day for 31 days, you end up with $10,700,000. Every time you add
another component, every time you add more things that have to
be done, every time you add another third-party application, you
just don’t arithmetically increase the attack vectors; you geometri-
cally increase all the things you have to defend against.

That is why in my opening statement I talked about, you know,
physician, heal thyself. Use a minimally effective dose. Use only
the things you need to use to accomplish the mission you need to
accomplish. It should be a well-defined business case that has secu-
rity and privacy impacts understood before you do it, and then
when you get things like retargeting and stuff, then you have very
limited scope specifically addressed. But to my—from my perspec-
tive, you limit the vulnerabilities then to the site and the amount
of things that can be exploited because one program of itself may
be secure, but combined with another one and a third one could
create a host of unintended vulnerabilities you are not aware of be-
cause you have never tested that combination of programs before.

Mr. PoseEy. Thank you. And good answers.

Is there a requirement or standard or practice for private compa-
nies to inform visitors about third-party analytics?

Ms. DE Mooy. Yes, sir. Generally, this is done through a privacy
policy, which I would imagine most of us in here don’t read. I know
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that I have been guilty of that. They are very lengthy usually in
sort of a legalese that is difficult for most people to wade through.
So we almost always agree if it is something that preempts joining
a service or a site.

The government in this case should be held to a higher standard
than that in my opinion not just because the government should
be the steward of privacy and security but also because, as I said,
people don’t have a choice. They need to go to this website and they
should have been given a choice about whether to share their data.

Mr. Posey. Mr. Wright?

Mr. WRIGHT. And actually just one point, I mean do you know
how many companies would pay big dollars to guarantee 10 million
visitors to their site? I mean it is—there is a—that is, you are
right, big money, and there is no choice for them to go to that. And
so to that point it does need to be a higher standard because they
don’t have a choice. Consumers have a choice of going to private
websites. They also have the choice of litigation. So with Anthem,
with eBay, with all the other ones, there will be litigation over this
but is very difficult to sue the federal government.

Mr. PoSEY. Very good.

Thank you, Madam Chair. I yield back.

Chairwoman COMSTOCK. Thank you.

I now recognize Ms. Bonamici for five minutes.

Ms. BoNnamicI. Thank you very much, Chair Comstock and Rank-
ing Member Lipinski.

This has been a very interesting discussion, and I have to say
that it really highlights the issues of—two issues of importance: ac-
cess to healthcare and protection of personal privacy. I spent part
of this morning in a hearing in the Education Committee about pri-
vacy regarding student records, and I said then and will say again
that whenever we are talking about legislating in the area of tech-
nology, it is always a challenge to find the right balance because,
as we all know, the technology advances usually a lot quicker than
the legislation so we want to make sure that we are finding the
balance that protects people’s privacy but does not inhibit valid,
useful purposes for technology and advances in technology.

So I really do look forward to hearing from CMS and hearing
their answers. I know we have had some hearings on this issue be-
fore but highlighting from them. As Ranking Member Beyer said,
it would have been best to have them answer questions first and
then we could follow up on what they said.

But, you know, I want to say that we all acknowledge that there
are legitimate problems with HealthCare.gov. Certainly in my
State of Oregon we did not do a good job at all with that. But it
is also important to remember that the Affordable Care Act is
about more than a website; it is about access to healthcare for mil-
lions of Americans.

I want to make sure that we don’t, in this hearing and other
hearings in the future, spread any sort of unfounded fear or misin-
formation when really our constituents are looking for clarity. So
I hope we can help inform them about ways that they can protect
their privacy online and specifically keep their personal informa-
tion safe.
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And I want to ask you, Ms. De Mooy, and follow up on the con-
versation you were having with Mr. Posey, that you say in your
testimony that consumers from disadvantaged communities face
more potential harm such as being profiled in databanks. So given
the importance of the Affordable Care Act to disadvantaged com-
munities that have historically lacked access to affordable
healthcare, how can HealthCare.gov do a better job of serving those
consumers while also protecting their privacy?

Ms. DE Mooy. Thank you so much for the question.

The government needs to implement the recommendations that
I outlined my testimony that include guidance from OMB that real-
ly lays out exactly how a government should interact with third
parties. It is very privacy-protective. It is also practical in terms of
using sharing technologies, using web analytics technologies.

And also my fellow witness brought up and I should mention the
GAO report in 2014, which appears to have been ignored. I am not
sure exactly if that is the truth, and it would be really good to hear
from the Administration on the progress, but those are also excel-
lent privacy and security guidances that the report gave. So I
would say that that would be a good start. And it is actually—as
opposed to a data breach, it is something the government can do
right now.

Ms. Bonamict. Right. And I look forward to following up on that
when the Administration is here.

So we talked a lot about the personally identifiable information,
or the PII, and I am just intrigued by this whole discussion be-
cause, you know, we—Mr. Posey was talking about Zappos and
shopping online and how he gets those ads, and not to minimize
the issue, but say, for example, someone is searching for a cure for
morning sickness or newborn clothes, might someone figure out
that perhaps they were pregnant? Or what if they shopped for
some sort of product to quit smoking? My point is that there are
a lot of ways that I guess these third party companies can figure
out those personal—personally identifiable issues.

So just to confirm, has any personally identifiable information
been gathered through HealthCare.gov—been used improperly?

Mr. WRIGHT. You bring up a very good question. By the way,
sorry about the Ducks. They beat Florida State, Notre Dame

Ms. BoNawmicl. Oh, I was

Mr. WRIGHT. —so I am with you on that.

Ms. BoNaMICI. Sorry you reminded me about that, though. I am
still recovering.

Mr. WRIGHT. Yeah. The issue is—and I go back to it—it is the
GAO report. It is what I said November 18, 2013. They have never
done an end-to-end security test, so until you do, you do not know
that PII has never been exposed. All you can say is as far as we
know, which back in my days as a detective always got me in trou-
ble with the defense attorneys, as far as I know, so you don’t know
everything, you just know that.

Ms. BoNaMmicI. Yeah, and I understand that they did an end-to-
end security review in December and they are currently reviewing
that, so we will make sure that we ask about that when——

Mr. WRIGHT. Well, actually it was a review of controls as opposed
to an end-to-end full system security test of the production system.
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Ms. BoNnaMmicl. Thank you. And I do want to try to squeeze a
question in

Mr. WRIGHT. Sure.

Ms. BoNAMICI. —in the last couple seconds about human factors,
research, and I know that—I mean, Ms. De Mooy, you talked about
how people just tend to click without reading policies. They are
given to following what is convenient, don’t understand the fine
print or the options, so is there some research that we can do or
that can be done that will help inform consumers so that they can
better protect their privacy and defend against cybersecurity
threats? Is there certain kinds of research that we need to help our
consumers and constituents?

Ms. DE Mooy. Honestly, no. There have quite a few reports and
studies done and I think almost every aspect of this has been
looked at and picked apart either by academics or technologists or
advocates. I think simply entities, government entities, commercial
entities, need to take privacy insecurities very seriously and not
view the opportunities to get data as, “I will collect as much as I
can and then figure out what to do with it later,” but to have very
solid systems in place that include privacy risk assessments and
privacy model threats, which is, you know, something that is a sort
of a wonky thing to say but is actually very useful, even for the
average person to consider what data may be getting out there
about you, to really take the resources that are available online to
look at your data profile. There are some companies that allow
that. There are some that give you sort of your advertising profile.

Those resources are helpful but I think really the onus is on es-
pecially the government to lead the way by having the highest
standard of privacy and security and then to create legal incentives
for companies to protect and safeguard user data.

Ms. BoNnaMmicl. Thank you so much, and my time has expired. I
yield back.

Thank you, Madam Chair.

Chairwoman CoMSTOCK. Okay. And now I recognize Mr. Palmer
for five minutes.

Mr. PALMER. Thank you, Madam Chairman.

Following on that line of questioning, in the Anthem hack, the
hackers got access to medical IDs and that is a little bit more prob-
lematic than just finding out what drugs people buy and whether
or not they exercise, that sort of thing. Would it not create some
issues in regard to violation of the HIPAA laws if a company
bought that data and was able to specifically target advertising to
people, for instance, who are diabetic or have certain other condi-
tions? Let me address that Mr. Wright.

Mr. WRIGHT. I remember the initial creation of HIPAA and stuff
and I know a lot of that dealt with the encryption. I am not an ex-
pert on HIPAA so I don’t even want to pretend that I can answer
that completely.

Mr. PALMER. Well, let me simplify it.

Mr. WRIGHT. Yes.

Mr. PALMER. It is against the law to disclose individual health—
patient information.

Mr. WRIGHT. Correct.

Mr. PALMER. The doctor can’t do it without your permission.
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Mr. WRIGHT. Correct.

Mr. PALMER. He can’t share it with anyone, and that medical ID
could potentially get people access to that, that they would then
sell that information. And it seems to me that if this is going on,
there ought to be some legal recourse that either the government
takes or the individuals take against companies who buy the data.
It needs to go both ways, not just going after the hacker but going
after the people who are buying the information. It is almost like
buying fenced goods.

Mr. WRIGHT. Um-hum.

Ms. DE Mooy. Sir, I think one thing that would help would be
some transparency into the system, which there is very little of it
right now. Second, I would just say that HIPAA didn’t apply in this
case. The HealthCare.gov website was not a covered entity, which
is—HIPAA is, you know, a really complicated law. I struggle to un-
derstand it. But I know that it did not fall under the categories of
covered entities.

Mr. PALMER. Okay. And in that regard, when people are basi-
cally being forced into a system, does it not make sense that the
government gives them an opportunity to opt out of providing cer-
tain data or even allowing their data to be shared?

Mr. WRIGHT. I think—and it should be very clear because you
are on a government system. I mean it is about transparency be-
cause that information you are talking about, collection, can also
be used to target a consumer from an individual standpoint of ac-
cess to their medical records, their financial records. We know that
these phishing attacks have been successfully done by the Chinese,
by the Russians, by other folks targeting specific people. Unit
6139A specifically targeted people by a collection of a lot of infor-
mation. The more information you can get it, it becomes—to a be-
havioral standpoint, I used to instruct behavioral analysis like out
at the NSA. I will tell you this, that if I can get inside your mind
and I can make you believe it is a legitimate email because I have
enough detail and I can convince you, now I can compromise your
identity.

That is the scary part about medical identity because now that
the payment system will be coming online, the ability to commit
fraud with somebody’s medical identity, as the Chair pointed out,
10 times greater than straight identity theft, the value of that in-
formation.

Mr. PALMER. All right. In a report from last August—or August
of last year, which I guess would be last August, HHS Inspector
General found that the value of the 60 contracts that were issued
to develop and operate HealthCare.gov totaled $1.7 billion. At the
end of last year Accenture was awarded a five-year contract to fix
HealthCare.gov that totaled $563 million. Altogether now we have
spent at least $2.3 billion on this failed website. How much do you
estimate that it is going to cost to implement your suggestions to
secure it?

Mr. WRIGHT. My original testimony back in November there is a
rule of thumb that says if it costs $1 to fix it before it is launched,
it costs $10 to fix it after it is launched. In an observation—

Mr. PALMER. I think it is going to be a little bit more than 10,
though, so what——
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Mr. WRIGHT. Well, I mean it is—what I am saying is that if a
problem—

Mr. PALMER. It is a tenfold issue?

Mr. WRIGHT. It is a tenfold issue. So if it costs you $1 million
before launch you could have fixed it, it will cost you $10 million
after launch. And, you know, my dad was a World War II vet. They
fought and completed World War II, built numerous ships, numer-
ous—thousands, hundreds of thousands of planes and tanks with
far less—in far less time, and my concern is this will keep going
because they are not addressing the fundamental issues.

Mr. PALMER. I would like, if you don’t mind, for you to get back
to the Committee and give us a number. And in regard to your last
point there, I used to work in engineering and we had a saying
that there is never time to do it right but there is always time to
do it over. Apparently, that is the case here.

Thank you, Madam Chairman.

Chairwoman CoMSTOCK. Thank you.

And I yield to Mr. Tonko for five minutes.

Mr. ToNKO. Thank you, Madam Chair.

The traffic to the federal government health insurance website
was up 58 percent compared to the same time last week in a week-
to-week measurement. That was some 275,000 individuals that
signed up, making it the busiest enrollment period of the past two
months, and the comparisons from last year to this year are “as an
experience, pretty dramatic.” What is your reaction to that?

Ms. DE Mooy. My reaction is that the government should imme-
diately implement some of these recommendations to make sure
that no, as I said, American should have to choose between their
data sharing and their health.

Mr. ToNKO. Does it indicate any sort of comfort zone with the
website?

Ms. DE Mooy. I think that is difficult to say. I think there is a
deadline looming and so the government has tried to get as many
people who need this service to make sure that it is in front of
them and available to them. But the fact that they have reduced
data sharing is good; they just need to do more.

Mr. ToNkKO. Um-hum. And it seems like over the past 10, 20
years the expectations of privacy have diminished dramatically. Do
you think that that is true and what can we do to ensure that pri-
vate personal data stay private?

Ms. DE Mooy. I don’t think that is true. It is something that I
hear quite a bit and I usually hear from people who have curtains
and people who like to wear pants, for example, sort of not clever
way but people care about privacy. It is a part of autonomy. It is
at the heart of it. And when you take that autonomy away, in this
example, where the government didn’t ask or get permission, then
you are removing a fundamental right that we have.

I think there are steps that—especially in the case of
HealthCare.gov—that can be taken to ensure more privacy, to en-
sure autonomy and freedom, and so that when people go, they have
the option of whether they want to share this kind of data. Cer-
tainly in the health context it is more sensitive.

I think companies have options. I think privacy is in itself an in-
novation. To speak to your point about making sure that we don’t
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limit innovation, you know, the internet, I remember a time when
the internet was not something that people used to buy things
from. It was literally too scary to do that but privacy became an
innovation that allowed that to happen.

Mr. ToNKO. Um-hum.

Ms. DE MooY. And I think in this atmosphere of data sharing,
rampant data sharing, that needs to happen once again.

Mr. ToNKO. Ms. De Mooy, one of your recommendations that
would address the wider problems beyond HealthCare.gov was to
strengthen legal incentives for companies to better safeguard data.
Can you speak more directly to this and what it would look like
and why it is necessary?

Ms. DE Mooy. Sir, I think that is something I could get to you
in writing. In our written testimony that sort of lays out some of
our recommendations. And CDT has done quite a bit of work on
policy in that and I think I would do it a disservice to sum it up
now. But I can say that in the President’s comprehensive Con-
sumer Privacy Bill of Rights, what that did was create a frame-
work for legislation around the fair information practice principles,
which have guided privacy and security for decades and are sort of
renowned as something that is flexible and nimble enough to ad-
dress new technologies. I think that would be a start for there to
be sort of a baseline consumer privacy legislation, something that
we have been sorely lacking in the United States.

Mr. ToNKO. And are there steps that you believe can be taken
by private industry or commercial companies, internet providers to
help limit the amount of personal data these enterprises collect?

Ms. DE Mooy. Absolutely. I think data minimization is a term
that we use to describe when a company has a purpose for col-
lecting a data point and that it stops collecting after that purpose
has been fulfilled. It is a kind of simple concept but one that is lost,
especially in the rampant data collection online. So implementing
a real understanding of why you need a piece of data and not just
collecting every single piece that you can get would drastically re-
duce the risks to people in terms of security and privacy.

Mr. ToNKO. Um-hum. Is there a point where that could become
unrealistic?

Ms. DE Mooy. Data minimization?

Mr. ToNkKO. Um-hum.

Ms. DE MooyY. To my understanding, no. I think data systems
are designed from the beginning, and when they use privacy prin-
ciples such as data minimization, it is very possible. You know,
there is really no system that I know of the needs every single
thing about you in order to function. Usually we use services and
apps for a specific purpose. And so I think that is absolutely do-
able.

Mr. ToNKO. Okay. Thank you very much, and with that, I yield
back, Madam Chair.

Chairwoman CoMSTOCK. Thank you.

And thank you to our witnesses.

I think we are supposed to have some votes sometime in the next
few minutes here, so I think we will be able to close out now. But
I really want to thank you and appreciate your expertise.
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And while, you know, we might have in the normal order—cer-
tainly we ask the government to give us answers to the letters we
sent, but I think your expertise and the information you provided
I think will help i1lluminate that hearing, and so I hope any ideas
you might have for us and questions to ask, that you will feel free
to come forward because I think what you have demonstrated
through your discussion and the expertise the you have is that we
don’t have to, nor should we have to make the choice between pri-
vacy and being able to use our modern technology.

I mean we have always been able to match technology with tech-
nology if we approach it with the right principles. That is sort of
the new way we have to work on things in the 21st century. So I
think the very specific things that you pointed out here and cer-
tainly doing this on the front end is much less costly. So I think
as we set up practices I think it has been helpful for you to—the
information you have given us and I look forward to our next testi-
mony in light of the information you have given us.

And I do invite you to provide us with any additional information
that you think might be helpful as we hear from the government,
as we learn more going along. It would be helpful for us for the
record.

And the record for this hearing will remain open two weeks for
additional comments and written questions from Members. And the
witnesses are excused and this hearing is adjourned. Thank you.

[Whereupon, at 4:04 p.m., the Subcommittees were adjourned.]
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ANSWERS TO POST-HEARING QUESTIONS

Responses by Ms. Michelle De Mooy
Questions submitted by Rep. Barbara Comstock, Chairwoman,

Subcommittee on Research and Technology and Rep. Barry Loudermilk,
Chairman, Subcommittee on Oversight

1) Effective tomorrow, should HealthCare.gov officials inform each and every
individual with an account about the website’s use of third-party tools, the specific
information being collected, and elicit their specific permission to continue doing
s0?

Answer: All individuals should be informed about how and why their personal
information is collected and shared, including users who visit HealthCare.gov.
Ideally, Heaithcare.gov would limit third-party data sharing to what is strictly
necessary to operate the site; as | mentioned in my testimony, site analytics can
be conducted internally on first-party data. At a minimum, the site should provide
a clear description of how data is being collected and used by the website and by
any third parties, and users should be given a choice about whether or not this is
acceptable, with alternative access to comparable information and services if
they choose to opt out.

This can be accomplished by directing users to an easy-to-read privacy policy
that provides detail about their data collection, by sharing practices via notice to
users who register at the site, in advance of any data collection or sharing, or a
combination of these. In addition, the government should be constrained about
the sharing of personal data, should be highly transparent, and should consider
doing analytics or retargeting of any kind in-house in order to minimize privacy
and security risks.

2) News stories have explained that there is no evidence that personal
information from HealthCare.gov has been misused. However, how would federal
officials know whether these data mining companies are selling, sharing, or
otherwise misusing Americans’ personal information? If a company does in fact
engage in such practices, what recourse would consumers have?

Answer: Once information leaves a website server, it may not be possible for an
entity to know how user information is shared or used. Contractual agreements
can often provide insight into this but, in the case of HealthCare.gov, we don't
know what these contracts said, if they even existed, or what auditing
mechanisms may have been in place to limit data sharing or use.

Consumers have little to no recourse when it comes to stemming the bulk
collection, sharing, and use of their personal information. Though they may
benefit from adjusting settings on browsers, such as using Google Chrome’s
Incognito function or other browser add-ons that allows them to clear cookies or
block third-party content or JavaScript, companies have found ways around
some of these tools by using other tracking technologies. Ultimately, Congress
can best protect consumer information by strengthening legal incentives for
companies to better safeguard data and by enacting comprehensive data privacy

& www.cdt.org
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legislation that gives users more insight and control over how their information is
collected and used.’

3) In January, the White House issued a press release announcing, “President
Obama will build on the steps he has taken to protect American companies,
consumers, and infrastructure from cyber threats, while safeguarding privacy and
civil liberties.” Does this announcement comport with what you know of
HealthCare.gov, particularly when it comes to privacy and security concerns?

Answer: it is clear that the privacy and security missteps that occurred on
HealthCare.gov were avoidable. In addition to following guidance on third party
sharing scenarios offered by the Office of Management and Budget (OMB), there
are workable afternatives to third party sharing, such as performing analytics
using only first party data collected on HealthCare.gov via software that does not
send personal user information to the software maker. Another option would be
creating sharing buttons that direct users to social media without sending user
information to these sites.

A careful implementation of tried and true privacy principles, such as those
offered by the Fair Information Practice Principles (FIPPs), could have mitigated
or prevented the problems with HealthCare.gov. Specifically, the site should have
used only individual data needed for functionality, restricted data sharing with
third parties unless absolutely necessary, and adhered to rules that allow for user
opt-outs or opt-ins and provide access to information without data sharing. The
government should practice what it preaches by following the practical and
privacy-protective guidance offered by OMB and should rewrite HealthCare.gov’s
privacy policy to make it responsive to these recommendations.

3) In a March 11, 2015 letter fo the Commiltee, the Centers for Medicare and
Medicaid Services explained that:

“We use third-party tools to better serve our consumers. Through the third-
parly tools, we work with private sector companies to provide insight into
improving site performance and, during Open Enroliment, our outreach efforts
to eligible consumers. As is common for consumer-facing websites, we use
third-party tools and analyze HealthCare.gov's technical performance and to
measure the effectiveness and cost-benefit of our outreach efforts.”

Do other federal agencies utilize third-party tools for the purposes described
above? Is so, how does their number of tools used compare to the number of
fools used by HealthCare.gov?

consumer-privacy-bilk-of-rights-ac/
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Answer: Some government websites utilize limited third-party tools for analytics
or social sharing purposes. However, the number of third parties that were
actively collecting personal information from visitors to HealthCare.gov without
their knowledge or consent, went well and beyond what most government
websites do. Catchpoint Systems found that user health information was being
shared with 50 or more third party entities on HealthCare.gov, without user
knowledge or permission. in comparison, Ghostery recently found many third
parties receiving user information on 16 state insurance exchange sites, including
personal health information?. If CMS was using these tools for retargeting
potential customers off the Healthcare.gov site that, too, would go beyond normal
practice of government websites, and would probably exceed ordinary consumer
expectations.

Government agencies have an obligation to uphold a high standard of privacy
and security for visitors and users of their websites and services. Any third-party
web application or analytics service installed on federal websites, such as those
on HealthCare.gov, should insure that: 1) at a minimum, a PIA has been
conducted and is easily available to visitors via the healthcare.gov privacy policy
page; and, 2) limit the sharing of personal information to only what is strictly
necessary to operate the site. The number of third-party content providers
loading code into the browser of visitors to HealthCare.gov posed serious
security issues, as well. Not only have researchers pointed to third-party content
as one of the primary ways for websites to be infected with malware,?
compromising the integrity of third party content providers can accomplish a wide
range of attacks, from simply changing the content of the page to capturing user
information and credentials like passwords.* Vendors without a direct relationship
(and accountability) to the user are often the weakest link in the privacy and
security chain.

2 Kaye, Kate. HealthCare.gov and State Sites Still Crawling with Ad Trackers. AdAge, February 5,
2015, http://adage.com/article/privacy-and-requlation/healthcare-gov-state-sites-crawling-ad-
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Responses by Mr. Morgan Wright
HOUSE COMMITTEE ON SCIENCE, SPACE AND TECHNOLOGY
SUBCOMMITTEE ON RESEARCH AND TECHNOLOGY
SUBCOMMITTEE ON OVERSIGHT

“Can Americans Trust the Privacy and Security of their Information on HealthCare.gov?”

Responses of Mr. Morgan Wright, Principal, Morgan Wright, LLC

and Technology and Rep. Barry Loudermilk, Chairman, Subcommittee on Oversight

Questions submitted by Rep. Barbara Comstock, Chairwoman, Subcommittee on Research

1) ANSWER: Yes. Compared to other government sites, HealthCare.gov obtains some of the
most specific and personally identifiable information (PII) on consumers. The recent
discovery of the excessive use of numerous tools to collect information - which resulted
in the unencrypted transmission of key pieces of Pl - does not engender the type of
trust needed between consumers and the government.

Many companies who conduct business over the internet from time to time will change
their privacy policies or terms and conditions for use of their website. When this
happens, we have all seen the notices that say to effect “Continued use of this site
constitutes your agreement...” or “By clicking ‘Accept’, this constitutes your
agreement...” Consumers are given an option NOT to use a site. At a minimum,
consumers should be given the option to ‘opt out’ of third-party tools that track specific
and individual actions on their part.
2) ANSWER: In my opinion, the most critical is the finding that “CMS did not conduct
complete security testing.” You cannot manage what you cannot measure. The fact thata
complete end-to-end security test has not been performed in an each of my earlier
testimony before Congress on November 18, 2013.

—

The impact of failing to follow guidance can easily be demonstrated by the events
leading up to my most recent testimony when is was discovered that PIl was being
transmitted unencrypted from the form that consumers were filling out as a
preliminary step to obtaining coverage. This one flagrant oversight of a basic security
control was discovered not by CMS, but by outside third parties and the news media.
Simply following the guidance of NIST and OMB would have allowed CMS to put proper
controls and reviews in place before putting into production key public-facing
components of HealthCare.gov.

The real impact is the wasted time and taxpayer funds to respond to a security flaw
discovered by the media and third parties, the hearings that resulted from this and the
ongoing and persistent narrative of the lack of oversight and awareness of the most
basic functions of HealthCare.gov. If you can’t discover a ‘rookie’ mistake, how can you
give the American people confidence that you can thwart and discover attacks and
attempts by the real ‘pros’?
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ANSWER: There is no way to know without auditing the information collected by the
data mining and measurement companies. To say there is ‘no evidence’ is to actually say
“As far as we know...”. The real question is how does CMS know? The fact is they don't.
The only way to establish the ground truth is to have an aggressive and active audit and
accountability function built into any agreement with third parties who provide tools to
HealthCare.gov.

This was clearly not done. Simply relying on the unsworn word of third parties is
insufficient when dealing with the PII of American taxpayers. Due to the lack of
transparency on the collection of data and the lack of notification about it, this leaves
little recourse for consumers to know their information has been improperly used. To
think that a consumer could unravel the labyrinth of third-party connections by current
and previously used third-party tools would make finding a needle in a haystack a
trivial exercise.

ANSWER: This is a classic example of “Do as I say, not as [ do”. In my November 18,
2013 testimony before Congress | remarked:

“This is completely unacceptable from an industry perspective, and is in extreme
contravention of security best practices. Only in the government could such a gaping hole
be allowed to exist without fear of consequence. This shows a lack of understanding for the
consequences to consumers and the protection of their PIL It also creates massive
opportunity for fraud, scams, deceptive trade practices, identity theft and more. Much of
this is playing out right now.”

This one key passage from my testimony was also quoted by Sharyl Attkisson in her
New York Times bestseller Stonewalled. Over one year later, with the amount of money
spent on the site exceeding $800M according to information provided during my
testimony, little has changed.

ANSWER: | conducted a review of many sites prior to my testimony, including IRS.gov
and WhiteHouse.gov. Almost every federal website I reviewed (30+) use some form of
measurement — which is perfectly acceptable. However, when the news reports were
released that showed HealthCare.gov was using over 50 third-party tools, the highest
number of third-party tools used by federal websites | reviewed was 5. The IRS used 3.
Arguably, the IRS holds PlI considered being some of the most sensitive taxpayer and
consumer information held by any government agency.

As a taxpayer and consumer, [ do not object to third party tools being used to improve
the performance and experience of a federal website. In fact, a major objection to using
some sites is that they are anything but user-friendly and responsive. However, this is
not about a private company collecting private data in exchange for something of
perceived value in return. It is about a government agency with immense power
collecting my PII without proper security controls and notifications in place. | have a
choice with which website | go buy a computer from. I have no choice with health care.
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PREPARED STATEMENT SUBMITTED BY SUBCOMMITTEE ON
RESEARCH AND TECHNOLOGY MEMBER ELIZABETH ESTY

Thank you to the Committee for holding this hearing on privacy and security con-
cerns on HealthCare.Gov, and thank you to our witnesses for your time. Since so
much of our personal business—from paying our credit cards to applying for mort-
gages to choosing health insurance—is now conducted online, it is all the more im-
portant that we maintain a strong cyber infrastructure to protect our security and
personal privacy.

In Connecticut, we established our own health insurance marketplace, Access
Health CT, for residents to shop for and secure health insurance. Over half a million
Connecticut residents have already enrolled in health insurance plans through Ac-
cess Health CT, and in 2014 our state’s uninsured rate was cut in half. I am encour-
aged by the level of success we have achieved in Connecticut, and I look forward
to working with my fellow Committee Members to ensure that Americans across the
country have access to affordable healthcare without compromising their privacy
and personal information.
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LETTERS SUBMITTED BY SUBCOMMITTEE ON RESEARCH AND TECHNOLOGY
CHAIRWOMAN BARBARA COMSTOCK

EDDIE BERNICE JOHNSON, Texas

LAMAR 5. SMITH, Texas
CHAIRMAN RANKING MEMBER

Congress of the Wnited States

F1ouse of Representatives
COMMITTEE ON SCIENCE, SPACE, AND TECHNOLOGY
2321 RavBurN HOusE OFFICE BUILDING
WasHinGgToN, DC 20515-6301
(202} 225-6371

veww.science.ouse gov

January 29, 2015

Hon. Shaun Donovan

Director

Office of Managernent and Budget
725 17" Street NW

Washington, DC 20503

Dear Mr. Donovan,

According to an Associated Press (AP) story published last week,! as many as 50 data mining
companies were provided direct access to monitor information entered on the HealthCare.gov website. It
appears this access was provided with permission and even encouragement from the federal
government. Every American who has visited the Obamacare website may have been monitored by
numerous companies without their consent or knowledge. This revelation raises serious questions about
both personal privacy and cybersecurity on the HealthCare.gov website.

The AP reported that when a person applies for coverage through HealthCare.gov, approximately
50 data mining companies immediately become aware of the individual’s online presence. Data mining
companies can then search for sensitive personal information that applicants are required to enter. This
can include a social security number, annual salary, employment, place of residence, immigration status,
military service, criminal history, financial information, age, whether one is pregnant, whether one
smokes and more.

Once a data mining company seizes this treasure trove of sensitive personal information, it is able
to combine this data with other information collected by tapping into commercial websites and databases
such ss phone calls, texts, social media posts, frequently visited websites, and credit card
purchases. These detailed electronic dossiers on millions of Americans could then be sold to other
businesses, U.S. government agencies, foreign governments and even criminal enterprises that are willing
to pay large sums of money for the information.

Data mining companies gather and sel! personal information without our knowledge or
consent. Indeed, one of the branches of the commercial cybersecurity industry focuses on the prevention
of data mining. It is astonishing that the Obama administration has allowed scores of these companies to
have embedded connections on the HealthCare.gov website.

! Ricardo Alonso-Zaldivar and Jack Gillum, “New Privacy Concerns Over Government’s Health Care Website,”
AP News, January 20, 2015, available at: hitp://apnews.myway.com/article/20150 120/us--health_overhaul-privacy-
8b7¢5d925b himl.
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Mr, Donovan
January 29, 2015
Page Two

A spokesman for the Centers for Medicare and Medicaid Services (CMS) confirmed to AP that
outside vendors were allowed on HealthCare.gov in order to provide feedback about website quality and
user convenience. According to the spokesman, outside vendors “are prohibited from using information
from these tools on HealthCare.gov for their companies® purposes.”” Nevertheless, it isn’t clear how, or
if, CMS is able to monitor what data mining companies are doing on HealthCare.gov.

QOutside cybersecurity experts who commented for the AP story expressed surprise and concern
that so many companies are permitted at HealthCare.gov, since website quality control assessments could
be handled by just one or two outside firms. Experts pointed out that outside vendors are often the weak
link for serious cybersecurity breaches - like the one that affected Target and millions of its
customers. In the case of HealthCare.gov, a cybersecurity breach could threaten all of the federal
agencies (e.g., the Internal Revenue Service) as well as the millions of Americans who visit the website.

The Federal Information Security Management Act of 2002 (FISMA) requires all federal
agericies to develop and implement programs that secure their information and information
systems. Under FISMA, each agency must conduct annual reviews of its information security program,
and report the results to the Office of Management and Budget (OMB). OMB, in turn, has FISMA
oversight responsibilities and must submit an annual report to Congress.

The National Institute of Standards and Technology (NIST), over which this Committee has
jurisdiction, “develops and issues standards, guidelines, and other publications to assist federal agencies
in implementing FISMA and in managing cost-effective programs to protect their information and
information systems.” Each agency’s information control system must be reviewed, certified and
accredited under NIST publication SP 800-37, “Guide for the Security Certification and Accreditation of
Federal Information Systems.™ Security accreditation is required under OMB Circular A-130, Appendix
III. Accredited systems must be monitored continuously, including ongoing assessment of security
controls. By accrediting an agency’s information system, the responsible agency official accepts
responsibility for the security of the system and is fully accountable for any adverse impacts to the agency
if a breach of security occurs.

Under FISMA, the Director of the OMB is required to oversee the information security policies
and practices of foderal agencies, which include “assessing the risk and magnitude of harm that could
result from unauthorized access, use, disclosure, disruption, medification, or destruction of such
information and information systems.”* Given the Committee’s concerns over the privacy of individuals
and cybersecurity ramifications of the presence of data mining companies on HealthCare.gov, T would
appreciate answers to the following questions by February 6, 2015:

1) Before the AP news story, was OMB aware of the presence of data mining companies on

HealthCare.gov?
2) Were you consulted about the decision to allow this? H not, who was consulted and who

authorized this?

* Ibid.

* NIST, Information Technology Laboratory, Computer Security Division, Computer Security Resource Center,
FISMA Compliance, availabie at: http://csre.nist.gov/groups/SMA/fisma/compliance.html.

* NIST Special Publication 800-37, “Guide for the Security Certification and Accreditation of Federal Information
Systems,” May 2004, available at: hitps://www.fismacenter.com/SP800-37-final pdf.

* Public Law 107-347, available at: hitp://www.gpo.gov/fdsys/pke/PLAW-107publ347/pd /PLAW-107publ347.pdf
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3} What is the justification for authorizing embedded connections on HealthCare.gov for several
dozen data mining companies, and should they be allowed continued access to Americans’
information on HealthCare.gov?

4) How did CMS assess the risk from potentia} unauthorized use or disclosure of the personal details
required on HealthCare.gov as a result of providing data mining companies access to
HealthCare.gov?

5) What levels of information security are in place to protect the information on HealthCare.gov
from unauthorized access, use or disclosure that were deemed appropriate by CMS, and are
RISMA-compliant?

The Committee is posing questions similar to those above to CMS, the Office of Science and
Technology Policy and the U.S. Department of Health and Human Services. If your staff has any
questions, please contact Cliff Shannon, Staff Director of the Research and Technology Subcommittee, at
Cliff.Shannon@mail house.gov or (202) 226-9783.

Sincerely,

Ko L

Lamar Smith
Chairman

ce:  Eddie Bernice Johnson
Ranking Member
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LAMAR S, SMITH, Texas EDDIE BERNICE JOHNSON, Texas
CHAIRMAN _ RANKING MEMBER

Congress of the Wnited Dtates

Fouse of Representatioes
COMMITTEE ON SCIENCE, SPACE, AND TECHNOLOGY
2321 Raysurn House OFFICE BULDING
WASHINGTOR, DC 20515-6301
{202) 225-6371

www.science. house.gov.

January 28, 2015

Hon. Sylvia M. Burwell

Secretary

U.S. Department of Health and Human Services
200 Independence Avenue, S.W.

Washington, D.C. 20201 -

Dear Ms. Burwell,

According to an 4ssociated Press (AP) story published last week,' as many as 50 data mining
companies were provided direct access to monitor information entered on the HealthCare.gov website. It
appears this access was provided with permission and even encouragement from the federal
government. Every American who has visited the Obamacare website may have been monitored by
numerous companies without their consent or knowledge. This revelation raises serious questions about
both personal privacy and cybersecurity on the HealthCare.gov website.

The AP reported that when a person applies for coverage through HealthCare.gov, approximately
50 data mining companies immediately become aware of the individual’s online presence. Data mining
companies can then search for sensitive personal information that applicants are required to enter, This
can include a social security number, annual salary, employment, place of residence, immigration status,
military service, criminal history, financial information, age, whether one is pregnant, whether one
smokes and more.

Once a data mining company seizes this treasure trove of sensitive personal information, it is able
to combine this data with other information collected by tapping into commercial websites and databases
such as phone calls, texts, social media posts, frequently visited websites, and credit card
purchases. These detailed electronic dossiers on millions of Americans could then be sold to other
businesses, U.S. government agencies, foreign governments and even criminal enterprises that are willing
to pay large sums of money for the information. :

Data mining companies gather and sell personal information without our knowledge or
consent. Indeed, one of the branches of the commercial cybersecurity industry focuses on the prevention
of data mining. It is astonishing that the Obama administration has allowed scores of these companies to
take up permanent residence on the HealthCare.gov website.

A spokesman for the Centers for Medicare and Medicaid Services (CMS) confirmed to AP that
outside vendors were allowed on HealthCare.gov in order to provide feedback about website quality and

! Ricardo Alonso-Zaldivar and Jack Gillum, “New Privacy Concerns Over Government’s Health Care Website,”

AP News, January 20, 2015, available at: http:./apnews.myway.com/article/201 50120/us--heaith_overhaul-privacy-
8b7¢5d925b himl.
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user convenience. According to the spokesman, outside vendors “are prohibited from using information
from these tools on HealthCare.gov for their companies’ purposes.”” Nevertheless, it isn’t clear how, or
if, CMS is able to monitor what data mining companies are doing on HealthCare.gov.

Outside cybersecurity experts who commented for the AP story expressed surprise and concern
that so many companies are permitted at HealthCare.gov, since website quality control assessments could
be handled by just one or two outside firms. Experts pointed out that outside vendors are often the weak
Tink for serious cybersecurity breaches -- like the one that affected Target and millions of its
customers. In the case of HealthCare.gov, a cybersecurity breach could threaten all of the federal
agencies (e.g., the Internal Revenue Service) as well as the millions of Americans who visit the website.

The Federal Information Security Management Act of 2002 (FISMA) requires all federal
agencies to develop and implement programs that secure their information and information
systems. Under FISMA, each agency must conduct annual reviews of its information security program,
and report the results to the Office of Management and Budget (OMB). OMB, in turn, has FISMA
oversight responsibilities and must submit an annual report to Congress.

The National Institute of Standards and Technology (NIST), over which this Committee has
jurisdiction, “develops and issues standards, guidelines, and other publications to assist federal agencies
in implementing FISMA and in managing cost-effective programs to protect their information and
information systems.” Each agency’s information control system must be reviewed, certified and
accredited under NIST publication SP 800-37, “Guide for the Security Certification and Accreditation of
Federal Information Systems.™ Security accreditation is required under OMB Circular A-130, Appendix
II. Accredited systems must be monitored continuously, including ongoing assessment of security
controls. By accrediting an agency’s information system, the responsible agency official accepts
responsibility for the security of the system and is fully accountable for any adverse impacts to the agency
if a breach of security occurs.

Given the Committee’s concerns over the privacy of individuals and cybersecurity ramifications
of the presence of data mining companies on HealthCare.gov, [ would appreciate answers to the following
questions by February 6, 2015:

1) Before the AP news story, were you aware of the presence of data mining companies on
HealthCare.gov?

2) Were you consulted about the decision to allow this? If not, who was consulted and who
authorized this?

3) What is the justification for allowing several dozen data mining companies to inhabit
HealthCare.gov and should they be allowed to continue occupying the website?

? Ibid.

* NIST, Information Technology Laboratory, Computer Security Division, Computer Security Resource Center,
FISMA Compliance, available at: hitp:/csrc nist.gov/groups/SMA/fisma/compliance html.

* NIST Special Publication 800-37, “Guide for the Security Certification and Accreditation of Federal Information
Systems,” May 2004, available at: https://www fismacenter.com/SP800-37-final. pdf.
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4) Are you aware of any CMS capability to monitor adequately the activities of the outside firms
that are embedded in HealthCare.gov? Are you concerned that some of these companies may be
gathering sensitive personal information from the millions of Americans who have applied for
health insurance coverage on HealthCare.gov?

5) In your view, is CMS’ decision to allow dozens of outside data mining companies on
HealthCare.gov consistent with the Federal Information Security Management Act?

6) IfCMS is not FISMA. compliant for HealthCare.gov, what steps will be taken to achieve
compliance and how soon?

7) How many of these private data mining companies have or have had access to the information on
HealthCare.gov? In response to this question, please provide a list of all data mining companies
on HealthCare.gov, including their specific role and reason for their presence on the website, and
authorizations they were given by the government regarding the extent and types of data they
could monitor and/or collect on HealthCare.gov, and what they were, or are, permitted to do with
that information. -

8) Further, please furnish all official communications with the data mining companies that have had
access to HealthCare.gov, including with your office, the Centers for Medicare and Medicaid
Services and the Office of Science and Technology Policy (OSTP).

The Committee is posing questions similar to those above to OSTP and CMS, In light of the
serious issues of personal privacy and government information security raised by the recent news reports,
the Committee may ask you to appear on relatively short notice and testify.

If your staff has any questions, please contact Cliff Shannon, Staff Director of the Research and
Technology Subcommmittee, at Cliff.Shannon@mail.house.gov or (202) 226-9783.

Sincerely,

Mo ot

Lamar Smith
Chairman

cc: Eddie Bernice Johnson
Ranking Member
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January 28, 2015

Ms. Megan Smith

Chief Technology Officer

Office of Science and Technology Policy
Executive Office of the President
Eisenhower Executive Office Building
1650 Pennsylvania Avenue NW
Washington, DC 20504

Dear Ms. Smith,

According to an Associated Press (AP) story published last week,’ as many as 50 data mining
companies were provided direct access to monitor information entered on the HealthCare.gov website. It
appears this access was provided with permission and even encouragement from the federal
government. Every American who has visited the Obamacare website may have been monitored by
numerou$ companies without their consent or knowledge. This revelation raises serious questions about
both personal privacy and cybersecurity on the HealthCare.gov website.

The AP reported that when a person applies for coverage through HealthCare.gov, approximately
50 data mining companies immediately become aware of the individual’s online presence. Data mining
companies can then search for sensitive personal information that applicants are required to enter. This
can include a social security number, annual salary, employment, place of residence, immigration status,
military service, criminal history, financial information, age, whether one is pregnant, whether one
smokes and more.

Onee a data mining company seizes this treasure trove of sensitive personal information, it is able
to combine this data with other information collected by tapping into commercial websites and databases
such as phone calls, texts, social media posts, frequently visited websites, and credit card
purchases. These detailed electronic dossiers on millions of Americans could then be sold to other
businesses, U.S, government agencies, foreign governments and even criminal enterprises that are willing
to pay large sums of money for the information.

Data mining companies gather and sell personal information without our knowledge or
consent. Indeed, one of the branches of the commercial cybersecurity industry focuses on the prevention
of data mining. It is astonishing that the Obama administration has allowed scores of these companies to
take up permanent residence on the HealthCare.gov website.

! Ricardo Alonso-Zaldivar and Jack Gillum, “New Privacy Concerns Over Government’s Health Care Website,”

AP News, January 20, 2015, available at: http://apnews.myway comy/article/20150120/us--health_overhaul-privacy-
8b7¢5d925b htrnl. )
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A spokesman for the Centers for Medicare and Medicaid Services (CMS) confirmed to AP that
outside vendors were allowed on HealthCare.gov in order to provide feedback about website quality and
user convenience. According to the spokesman, outside vendors “are prohibited from using information
from these tools on HealthCare.gov for their companies’ purposes.” Nevertheless, it isn’t clear how, or
if, CMS is able to monitor what data mining companies are doing on HealthCare.gov.

OQutside cybersecurity experts who commented for the AP story expressed surprise and concern
that so many companies are permitted at HealthCare.gov, since website quality control assessments could
be handled by just one or two outside firms. Experts pointed out that outside vendors are often the weak
link for serious cybersecurity breaches -- like the one that affected Target and millions of its
customers. In the case of HealthCare.gov, a cybersecurity breach could threaten all of the federal
agencies (e.g., the Internal Revenue Service) as well as the millions of Americans who visit the website.

The Federal Information Security Management Act of 2002 (FISMA) requires all federal
agencies to develop and implement programs that secure their information and information
systems. Under FISMA, each agency must conduct annual reviews of its information security program,
and report the results to the Office of Management and Budget (OMB). OMB, in turn, has FISMA
oversight responsibilities and must submit an annual report to Congress.

The National Institute of Standards and Technology (NIST), over which this Committee has
jurisdiction, “develops and issues standards, guidelines, and other publications to assist federal agencies
in implementing FISMA and in managing cost-effective programs to protect their information and
information systems.™ Each agency’s information control system must be reviewed, certified and
accredited undér NIST publication SP 800-37, “Guide for the Security Certification and Accreditation of
Federal Information Systems.” Security accreditation is required under OMB Circular A-130, Appendix
II Accredited systems must be monitored continuously, including ongoing assessment of security
controls. By accrediting an agency’s information system, the responsible agency official accepts
responsibility for the security of the system and is fully accountable for any adverse impacts to the agency
if a breach of security occurs. .

Given the Committee’s concerns over the privacy of individuals and cybersecurity ramifications
of the presence of data mining companies on HealthCare.gov, I would appreciate answers to the following
questions by February 6, 2015:

1) Before the AP news story, were you aware of the presence of data mining companies on
HealthCare.gov?

2) Were you consulted about the decision to allow this? If not, who was consulted and who
authorized this?

3) What is the justification for aliowing several dozen data mining companies to inhabit
HealthCare.gov and should they be allowed ta continue occupying the website?

2 Ibid. ,
'3 NIST, Information Technology Laboratory, Computer Security Division, Computer Security Resource Center,
FISMA Compliance, available at: http://csre nist.gav/er oups/SMA/fisma/compliance.html.

4 NIST Special Publication 800-37, “Guide for the Security Certification and Accreditation of Federal Information
Systems,” May 2004, available at: https://www.fismacenter.con/SP800-37-final.pdf.
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Are you aware of any CMS capability to monitor adequately the activities of the outside firms
that are embedded in HealthCare.gov? Are you concerned that some of these companies may be
gathering sensitive personal information from the millions of Americans who have applied for
health insurance coverage on HealthCare.gov?

In your view, is CMS’ decision to allow dozens of outside data mining compames on
HealthCare.gov consistent with the Federal Information Security Management Act?

If CMS is not FISMA. compliant for HealthCare.gov, what steps will be taken to achieve
compliance and how soon?

How many of these private data mining companies have or have had access to the mformatmn on
HealthCare.gov? In response to this question, please provide a list of all data mining companies
on HealthCare.gov, including their specific role and reason for their presence on the website, and
authorizations they were given by the government regarding the extent and types of data they
could monitor and/or collect on HealthCare.gov, and what they were, or are, permitted to do with
that information.

Further, please furnish all official communications with the data mining companies that have had
access to HealthCare.gov, including with your office, the U.S. Department of Health and Human
Services (HHS), and the Centers for Medicare and Medicaid Services. .

The Committee is posing questions similar to those above to HHS and CMS. In light 61” the

serious issues of personal privacy and government information security raised by the recent news reports,
the Committee may ask you to appear on relatively short notice and testify.

If your staff has any questions, please contact Cliff Shannon, Staff Director of the Research and

Technology Subcommittee, at Cliff.Shannon@mail.house.gov or (202) 226-9783.

Sincerely,
Lamar Smith '
Chairman

ce: Eddie Bemice Johnson
Ranking Member
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January 28, 2015

. Hon, Marilyn Tavenner
Administrator
Centers for Medicare and Medicaid Services
7500 Security Boulevard
Baltimore, MD 21244

Dear Ms. Tavenner,

According to an dssociated Press (AP) story published last week,' as many as 50 data mining
companies were provided direct access to monitor information entered on the HealthCare.gov website. It
appears this access was provided with permission and even encouragement from the federal
government. Every American who has visited the Obamacare website may have been monitored by
numerous companies without their consent or knowledge. This revelation raises serious questions about
both personal privacy and cybersecurity on the HealthCare.gov website.

The AP reported that when a person applies for coverage through HealthCare.gov, approximately
50 data mining companies immediately become aware of the individual’s online presence. Data mining
companies can then search for sensitive personal information that applicants are required to enter. This
can include a social security number, annual salary, employment, place of residence, immigration status,
military service, criminal history, financial information, age, whether one is pregnant, whether one
smokes and more. .

Once a data mining compary seizes this treasure trove of sensitive personal information, it is able
to combine this data with other information collected by tapping into commercial websites and databases
such as phone calls, texts, social media posts, frequently visited websites, and credit card
purchases. These detailed electronic dossiers on millions of Americans could then be sold to other
businesses, U.S. government agencies, foreign governments and even criminal enterprises that are willing
to pay large sums of money for the information.

Data mining companies gather and sell personal information without our knowledge or
consent, Indeed, one of the branches of the commercial cybersecurity industry focuses on the prevention
of data mining. It is astonishing that the Obama administration has allowed scores of these companies to
take up permanent residence ot the HealthCare.gov website.

A spokesman for the Centers for Medicare and Medicaid Services (CMS) confirmed to AP that
outside vendors were allowed on HealthCare.gov in order to provide feedback about website quality and

! Ricardo Alonso-Zaldivar and Jack Gillum, “New Privacy Concerns Over Government’s Health Care Website,”

AP News, Januvary 20, 2015, available at: http://apnews.myway.com/article/20150120/us--health_overhaul-privacy-
8b7c3d925h html. ’
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user convenience. According to the spokesman, outside vendors “are prohibited from using information
from these tools on HealthCare.gov for their companies’ purposes.” Nevertheless, it isn’t clear how, or
if, CMS is able to monitor what data mining companies are doing on HealthCare.gov.

Outside cybersecurity experts who commented for the AP story expressed surprise and concern
that so many companies are permitted at HealthCare.gov, since website quality control assessments could
be handled by just one or two outside firms. Experts pointed out that outside vendors are often the weak
Tink for serious cybersecurity breaches - like the one that affected Target and millions of its
customers. In the case of HealthCare.gov, a cybersecurity breach could threaten all of the federal
agencies (e.g., the Internal Revenue Service) as well as the millions of Americans who visit the website.

The Federal Information Security Management Act of 2002 (FISMA) requires all federal
agencies to develop and implement programs that secure their information and information
systems. Under FISMA, each agency must conduct annual reviews of its information security program,
and report the results to the Office of Management and Budget (OMB). OMB, in turn, has FISMA
oversight responsibilities and must submit an annual report to Congress.

The National Institute of Standards and Technology (NIST), over which this Committee has
jurisdiction, “develops and issues standards, guidelines, and other publications to assist federal agencies
in implementing FISMA and in managing cost-effective programs to protect their information and
information systems.” Each agency’s information control system must be reviewed, certified and
accredited under NIST publication SP 800-37, “Guide for the Security Certification and Accreditation of
Federal Information Systems.™ Security accreditation is required under OMB Circular A-130, Appendix
IIT. Accredited systems must be monitored continuously, including ongoing assessment of security
controls. By accrediting an agency’s information system, the responsible agency official accepts
responsibility for the security of the system and is fully accountable for any adverse impacts to the agency
if a breach of security occurs. )

Given the Committee’s concerns over the privacy of individuals and cybersecurity ramifications
of the presence of data mining companies on HealthCare.gov, I would appreciate answers to the following
questions by February 6, 2015:

1) Before the AP news story, were you aware of the presence of data mining companies on
HealthCare.gov?

2) Were you consulted about the decision to allow this? If not, who was consuited and who
authorized this?

3) What is the justification for allowing several dozen data mining companies to inhabit
HealthCare.gov and should they be allowed to continue occupying the website?

2 Ihid. :

* NIST, Information Technology Laboratory, Computer Security Division, Computer Security Resource Center,
FISMA Compliance, available at: http://csre.nist.gov/gronps/SMA/fisma/compliance.himl.

* NIST Special Publication 800-37, “Guide for the Security Certification and Accreditation of Federal Information
Systems,” May 2004, available at: https://www fismacenter.com/SP800-3 7-final.pdf.
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Are you aware of any CMS capability to monitor adequately the activities of the outside firms
that are embedded in HealthCare.gov? Are you concerned that some of these companies may be
gathering sensitive personal information from the millions of Americans who have applied for
health insurance coverage on HealthCare.gov?

In your view, is CMS” decision to allow dozens of outside data mining companies on
HealthCare.gov consistent with the Federal Information Security Management Act?

If CMS is not FISMA compliant for HealthCare.gov, what steps will be taken to achieve
compliance and how soon?

How many of these private data mining companies have or have had access to the information on
HealthCare.gov? In response to this question, please provide a list of all data mining companies
on HealthCare.gov, including their specific role and reason for their presence on the website, and
anthorizations they were given by the government regarding the extent and types of data they
could monitor and/or collect on HealthCare.gov, and what they were, or are, permitted to do with
that information.

Further, please furnish all official communications with the data mining companies that have had
access to HealthCare. gov, including with your office, the U.S. Department of Health and Human
Services (HHS) and the Office of Science and Technology Policy (OSTP).

The Committee is posing questions similar to those above to OSTP and HHS. In light of the

serious issues of personal privacy and government information security raised by the recent news reports,
the Committee may ask you to appear on relatively short notice and testify.

If your staff has any questions, please contact Cliff Shannon, Staff Director of the Research and

Technology Subcommittee, at Cliff.Shannon@mail house.gov or (202) 226-9783.

Sincerely,
Lamar Smith
Chairman

cc:  Eddie Bernice _[ohnson
Ranking Member
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Dr. Charles H. Romine

Director

Information Technology Laboratory

National Institute of Standards and Technology
100 Bureau Drive, MS 8900

Gaithersburg, MD 20899

Dear Dr. Romine,

According to an dssociated Press (AP) story published Jast week,' as many as 50 data mining
companies were provided embedded connections to the HealthCare.gov website that enabled them to
access personal information entered by individuals who applied for health insurance coverage. Every
American who visited the Obamacare website, therefore, has been monitored by these companies without
their consent or knowledge. This raises serjous questions about both personal privacy protections and
cybersecurity vulnerability on the HealthCare.gov website,

Data mining companies gather and sell personal information without our knowledge or
consent. Indeed, one of the branches of the commercial cybersecurity industry focuses on the prevention
of data mining. It is astonishing to me and other members of our committee that the Obama
Administration has allowed scores of these companies to take up permanent residence on the
HealthCare.gov website and harvest sensitive financial and health care information about millions of
Americans, We are also concerned that a cybersecurity breach through a third party at HealthCare.gov
could threaten not just the mass theft of millions of individual records but the security of computer
systems at other federal agencies {e.g., the Internal Revenue Service).

A spokesman for the Centers for Medicare and Medicaid Services {(CMS) confirmed to AP that
outside vendors were allowed on HealthCare.gov in order to provide foedback about website quality and
user convenience. According to the spokesman, outside vendors “are prohibited from using information
from these tools on HealthCare.gov for their companies’ purposes.” Nevertheless, it isn’t clear how, or
if, CMS is able to monitor what data mining companies are doing on HealthCare.gov.

The Committee solicits your views on these two issues. As a starting point, would you please
comment on these questions?

! Ricardo Alonso-Zaldivar and Jack Gillum, “New Privacy Concerns Over Government’s Health Care Website,”
AP News, January 20, 2015, available at: http:/fapnews.myway.com/article/20150120/us--heaith_overhaub-privacy-
8b7¢5d925b html.

% Toid.
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.

Does the embedded connectivity of 50 data mining companies at HealthCare.gov comport with
the privacy provisions of the NIST Framework? As you pointed out in responding to a question
posed at the recent Research and Technology Subcommittee hearing on cybersecurity, the
Framework’s privacy protection planks are “pretty strong.” Nevertheless, the Framework may
not consider the possibility of a federal government website furnishing personal information
about millions of Americans to dozens of private companies. If not, perhaps the Framework’s
privacy provisions should be updated?

Does HealthCare.gov’s connections to so many third parties constitute a potentially significant
vulnerability? Cyber attacks launched through third party systems have been employed on both
public and private targets. As Ms. McGuire from Symantec noted during the same Subcommittee
hearing, opening up HealthCare.gov to so many embedded third parties created “additional
vulnerabilities,” In your view, is the assertion of FISMA compliance affected or undermined by
the large number of third party connections at HealthCare.gov?

The Committee is also posing questions to other involved agencies, including the officials at the

Office of Science and Technology Policy, the Department of Health and Human Services, the Centers for
Medicare and Medicaid Services, and the Office of Management and Budget. Because concerns about
cybersecurity implications are immediate, I would appreciate it if you cou]d provide a response to the
above questions on or before February 6, 2015.

If your staff has any questions, please contact Cliff Shannon, Staff Director of the Research and

Technology Subcommittee, at ClLiff. Shannon@mail house.gov or (202) 226-9783.

oel

Sincerely,

0@”"‘“ M
Lamar Smith
Chairman

Eddie Bernice Johnson
Ranking Member
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Experts warn 2015 could be 'Year of the
Healthcare Hack'

i, % REUTERS

By Caroline Humer and Jim Finkle | Reuters - 22 hours ago

(Reuters) - Security experts are warning healthcare and insurance companies that 2015 will be
the "Year of the Healthcare Hack," as cybercriminals are increasingly attracted to troves of
personal information held by U.S. insurers and hospitals that command high prices on the
underground market.

Anthem Inc, the No. 2 U.8. health insurer, last week disclosed a massive breach of its database
containing nearly 80 million records, prompting investigations by state and federal authorities.
That hack followed a breach last year at hospital operator Community Health Systems, which
compromised some 4.5 million records.

"People feel that this will be the year of medical industry breaches," said Dave Kennedy, chief
executive of TrustedSEC LLC.

In the past decade, cybercriminals focused their efforts on attacking banks and retailers to steal
financial data including online banking credentials and payment card mumbers. But as those
companies boost security, using stolen credit card numbers has become more difficuit.

Their prices on criminal exchanges have also dropped, prompting hackers to turn to the less-
secure medical sector, just as the amount of digital healthcare data is growing dramatically,
Kemnedy said.

Stolen healthcare data can be used to fraudulently obtain medical services and prescriptions as
well as to commit identity theft and other financial crimes, according to security experts.
Criminals can also use stolen data fo build more convincing profiles of users, boosting the
success of scams.

“All of these factors are making healthcare information more attractive to criminals," said Rob
Sadowski, marketing director at RSA, the security division of EMC Corp.

Monetizing stolen data

RSA Executive Chairman Art Coviello recently wrote in a letter to customers that he expected
well-organized cybercriminals to turn their attention to stealing personal information from
healthcare providers.
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"A name, address, social and a medical identity ... That's incredibly easy to monetize fairly
quickly," said Bob Gregg, CEO of ID Experts, which sells identity protection sofiware and
services. Identities can sell for $20 apiece, or more, he said.

Insurers, medical equipment makers and other companies say they have been preparing for
breaches after seeing the waves of attacks on other industries.

Cigna Corp has Jooked to financial and defense companies for best practices, including hiring
hackers to break into its systems, said Chief Executive David Cordani. Attempts to break into
corporate systems to probe for information are a constant, he said in an interview.

St Jude Medical Inc CEQ Daniel Starks said the company increased investment in cybersecurity
significantly over the last few years, to protect both patient data and the medical devices it
manufactares.

“You may see from time to time law enforcement briefings on nation-based (intellectual
property) issues, espionage,” he said. "Those are things that we take very seriously and have
been briefed on and that we work to guard against."

The FBI is investigating the Anthem breach alongside security experts from FireEye Inc.

The insurers UnitedHealth Group Inc and Aetna Inc have warned investors about the risks of
cyber crime in their annual reports since 2011.

UnitedHlealth has said the costs to eliminate or address the threats could be significant and that
remediation may not be successful, resulting in lost customers.

In response to the Anthem attack, UnitedHealth spokesman Tyler Mason said in an emailed
statement; "We are in close contact with our peers in ... the industry cybersecurity organization,
and are monitoring our systems and the situation closely."

Aetna has cited the automated attempts to gain access to public-facing networks, denial of
service attacks that seek fo disrupt websites, attempted virus infections, phishing and efforts to
infect websites with malicious content.

Aetna spokeswoman Cynthia Michener said in a statement: "We closely follow the technical
details of every breach that's reported to look for opportunities to continually improve cur own
IT security program and the health sector's information protection practices broadly."

(Additional reporting by Bill Berkrot in New York; editing by Michele Gershberg and G Crosse)
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Faor immediate Release May 09, 2013

Executive Order -- Making Open and Machine Readable the
New Default for Government Information

EXECUTIVE ORDER

MAKING OPEN AND MACHINE READABLE THE NEW DEFAULT

FOR GOVERNMENT INFORMATION 1

By the authority vested in me as President by the Constitution and the laws of the United States of America, itis F
hereby ordered as foliows: {
£

Section 1. General Principles. O in f our the delivery of :
efficient and effective services to the public, and contributes to economic growth. As one vital benefit of open .

government, making information resources easy fo find, accessible, and usable can fuel entrepreneurship,
innovation, and scientific discovery that imp ( lives and ib Jgnil to job creation.

Decades ago, the U.S. Government made both weather data and the Global Posifioning System freely available,
Since that ime, American enirepreneurs and innovators have umxzed these resources to create navigation systems,
weather newscasts and warning systems, location-based i ision farming tools, and much more,
improving Americans' lives in countless ways and leading {o ecanomic grow!h and job creation. in recent years,

i ds of data across fields such as health and medicine, education, energy, public
safety, global development, and finance have been posted in machine-readable form for free public use on
Data.gov. Entrepreneurs and innovators have continued to develop a vast range of useful new products and
businesses using these public information resources, creating good jobs in the process.

e T e o

To promote i job growth, i and the sociad good that can ba gamed from opening
Government data to the public, the default state of new and modemized G: shall be
open and machine le. G ir ion shall be d as an assef throughout its fife cycle to
promote i perability and and, possible and legally permissible, to ensure that data are

released to the public in ways that make the data easy to find, accessible, and usable. in making this the new

P e

Tof3 2/1172015 2:08 PM
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default state, executive depariments and agencies {agencies) shall ensure that they safeguard individual privacy,
confidentiality, and nationat security,

Sec. 2. Open Data Policy. {a) The Direclor of the Office of Management and Budget (OMB), in consuitation with the
Chief information Officer (C10), Chisf Technotogy Officer (CTO), and Administrator of the Office of Information and
Regutatory Affairs (QIRA), shall issue an Open Data Policy fo advance the

of ion as an asset, consistent with my memorandum of January 21, 2008
{Transp and Open G OMB A im M-10-06 (Open Government Direcfive), OMB and
National Archives and Records Admini: i M-12-18 ing Government Records Directive),

the Gffice of Science and Technology Policy Memorandum of February 22, 2013 (increasing Access fo the Results
of Federally Funded Scientific Research), and the CIO's strategy entitled *Digital Government: Building a 21st
Century Platform to Better Serve the American People.” The Open Data Policy shall be updated as needed.

{b) Ag shatf i the requi of the Open Data Policy and shall adhere to the deadlines for
specific actions specified therein. When | ing the Open Data Policy, agencies shall incorporate a full
analysis of privacy, confidentiality, and security risks into each stage of the information lifecycle to identify
information that shouid nat be released. These review processes should be overseen by the senior agency official
for privacy. It is vital that agencies not release information if doing so would violate any law or policy, or jeopardize
privacy, confidentiality, or national security.

Sec. 3. lerentation of the Open Data Policy. To facilitate effective Government-wide impiementation of the Open
Data Policy, 1 direct the following:

{a) Within 30 days of the issuance of the Open Data Policy, the CI0 and CTO shalf publish an open online
repository of tools and best ices to assist fes in ir ing the Open Data Policy into their operstions in
furtherance of their missions. The CIO and CTO shall regularly update this online repository as neaded to ensure it
remains a resource fo facilitate the adoption of open data practices.

{b} Within 90 days of the issuance of the Open Data Policy, the Admi for Federal P Policy,
Controller of the Office of Federal Financial CIO, and Admini: of OIRA shalf work with the Chief
Acquisition Officers Coungil, Chief Financial Officers Councll, Chief Information Officers Councl, and Federal
Records Council to identify and initiate i ion of to support the | ion of the Open Data
Policy requirements into Federal isition and grant-making Such efferts may include developing
sample reguirements language, grant and contract language, and workforce tools for agency acquisition, grant, and
i i and technology pr i

{&) Within 80 days of the date of this order, the Chief Performance Officer {CPO) shall work with the President's

Mar Council to lish a C. Agency Priority (CAP) Goal fo track implementation of the Open Data

Policy. The CPO shall work with ies to set P e goals, ing they have metrics and

milestones in place to monitor advancement toward the CAP Goal. Progress on these goals shall be analyzed and
by agency ip, p to the GPRA Modernization Act of 2010 (Public Law 111-352).

{d) Within 180 days of the date of this order, agencies shall report progress on the implementation of the CAP Goal
to the CPO. Tt fes shall report p and as

Sec. 4. General Provisions. (&) Nothing in this order shall be construed to impair or otherwise affect:
{i} the authority granted by faw to an executive department, agency, or the head thereof; or

2of3 2/11/2015 2:08 PM
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{#) the functions of the Director of OMB relating to budgetary, administrative, or fegislative proposals.

{b} This order shall be i wted i with i faw and subject fo the availability of appropriations.

{c) This order is not infended fo, and does not, create any right or benefit, substantive or procedural, enforceable at
faw or in equity by any party against the United States, its departments, agencies, or entities, its officers,
employges, or agents, or any other person.

{d} Nothing in this order shall compel or ize the di of privi i ion, law enforcement
information, national security i fon, § ¥ on, or | ion the disch of which is ibi
by law.
{e) D tes are 1o adhere to this order.

BARACK OBAMA

30f3 . 2/11/2015 2:08 PM
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Ad Trackers -
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Trackers Spotted by Ghostery on ConnectForHealthCG.com on January 28, 2015

People visiting Healthcare.gov, Colorado's ConnectForHealthCO, California’s CoveredCA
or NYStateofHealth lately might get more than information on health insurance plans:
they might get ads on Facebook or just about anywhere else they're traveling online,
based on the fact that they visited the health sites.

In the wake of an Associated Press report revealing that the federal government's
Healthcare.gov site was exposing personal user data, that site along with 16 state

2/10/2015 6:43 PM
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healthcare sites still have lots of ad trackers installed from companies including
Facebook, Twitter and Google's Doubleclick.

During the week of Jan. 24 through Jan. 29, the federal healthcare site had 25 tracking
technologies embedded, according to Ghostery, which evaluates the amount of tracking
technologies on sites and can show where that information flows in real-time. That
period follows reports that the Centers for Medicare and Medicaid Services said it had
enhanced site encryption and limited the amount of information flowing to third-party
technologies used for site analytics and advertising.

Between Jan. 7 and 14, Healthcare. gov had far more tracking systems installed - 52 as
observed by Ghostery. By January 30, though, ad trackers including Twitter Advertising,
RocketFuel, and Advertising.com were still spotted on pages where people can submit
personal information.

The White House referred Ad Age to a statement made by The Centers for Medicare and
Medicaid Service on January 24: “One of the most cost-effective and best ways to reach
the uninsured is through digital media and advertising,” stated Kevin Counthan, director
and marketplace CEQ at CMS. "To do this well, we have contracts with companies that
help us to connect interested consumers to HealthCare.gov and continuously measure
and improve site performance and our sutreach efforts.” He went on to say the agency is
evaluating additional actions to improve consumer privacy.

Justin Brookman, director of the Consurner Privacy Project at the Center for Democracy
and Technology, called it "bad site design,” noting, “Given that they collect such sensitive
data, and given that they're government services where people might not have a choice
about visiting, I feel like these sites should really only share data with third parties when
absolutely necessary.”

Several statewide sites established as a result of the Affordable Care Act are also flooded
with outside commercial technologies that cookie site visitors and pass that data along to
ad-tech partners. Ghostery data reveals that between the period of January 7-14 and
January 24-29, the number of tracking technologies spotted on Colorado’s
ConnectForHealthCO.com actually rose from 25 to 32.

One tracker added to the Colorado site in that time is LiveRamp , a company owned by
data-services giant Acxiom that connects online user data to information companies
have about their consumers from offline sources - such as purchasing data or
information from retail loyalty programs -- for online ad targeting and ad-campaign
measurement. A LiveRamp tag seen on Healthcare.gov in early January was removed by
Jan. 24, according to Ghostery.

California, a state whose Attorney General Kamala Harris has been outspoken on digital
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privacy issues, had the LiveRamp technology installed on its healthcare site throughout
the month of January, during which timee the number of trackers it had embedded
dropped from 30 to 23. In late January, tags from ad platforms including Doubleclick,
BlueKai and Advertising.com appeared on the California site, according to Ghostery,

California, New York and Colorado did not respond to requests for cornment for this
story.

Ghostery tracked several pages on Healthcare.gov and the 16 state sites, including pages
where people supply sensitive personal information. Rhode Island's and Oregon's
healthcare sites had eight and seven trackers in the last week of January, respectively.
The remaining state sites had five or fewer trackers, some used for site measurement
and analytics and some that pass information to advertising exchanges.

Yet one thing is clear: many of the technologies whose tags are embedded on these sites
are not used for site operations or analytics purposes, but for advertising. That means at
the most basic level, ad technologies tracking visitors to the federal and state health sites
can help advertisers such as insurance brokers or other health or medical companies
target ads to people who visited government healthcare sites, adding them to audience
segments based on interest in health insurance or specific health and medical services.

For instance, both New York's and Colorado's health sites were spotted with Facebook
Exchange tags in the last week of January. At the very least, that would enable the state
sites themselves to send ads to people who have visited those sites, while they're on
Facebook.

Simply expressing interest in health coverage and providing contact information to some
state sites including CoverOregon, can result in a barrage of phone calls from health
insurance brokers that receive those sales leads through the site.

"Each of these sites is clearly marketed and any sophisticated marketer is going to use a
multichannel strategy,” said Ghostery CEO Scott Meyer. "This is what you'd expect to see
with a big digital marketing carnpaign.”

Copyright ©1892-2015  Crain & ications | Privacy | Contact Us
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New privacy concerns over government's health care website

Jan 20, 4:56 AM (ET)
By RICARDO ALONSG-ZALDIVAR and JACK GILLUM

WASHINGTON (AP) — A littie-known side to the government’s health Insurance
website is prompting renewed concerns about privacy, just as the White House
is calling for stronger cybersecurity protections for consumers.

1t works like this: When you apply for coverage on HealthCare.gov, dozens of
data companies may be able to tell that you are on the site. Some can even
glean detalls such as your age, income, ZIP code, whether you smoke or if you
are pregnant.

The data firms have embedded connections on the government site. (AP) This Nav. 12, 2014 file pht
the HealtthCare.gov websie, wi

Ever-evolving technology aliows for individual Internet users to be tracked, i
building profiles that are a vital tool for advertisers.

Connections to multiple third-party tech firms were documented by technology
experts who analyzed HealthCare.gov, and confirmed by The Assoclated Press.
There is no evidence that personal information from HealthCare.gov has been
misused, but the number of outside connections is raising questions.

Google sponsored fin}
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“As I fook at vendors on a website...they could be another potential point of
failure,” sald corporate cybersecurity consultant Theresa Payton. "Vendor
management can often be the weakest link in your privacy and security chain.

"

A former White House chief information officer under President George W.
Bush, she said the large number of outside connections on HealthCare.gov
seems like "averkill” and makes it "kind of an outlier” among government

websites.

Long Term Care Insurar
Compare & Save with Fre
Quotes by the Best Provic
Your Area.

The privacy concerns come against the backdrop of President Barack Obama's www.completelongtermica
new initiative to protect personal data online, a highlight of his State of the

Union message scheduled for Tuesday night. The administration is getting the

health care website ready for the final enroliment drive of 2015, aiming to have more than 9 million pec
signed up by Feb, 15 for subsidized private coverage.

Medicare spokesman Aaron Albright said outside vendors "are prohibited from using information from th
tools on HealthCare.gov for thelr cornpanies' purposes.” The government uses them to measure the
performance of HealthCare.gov so consumers get "a simpler, more streamlined and intuitive experience
added.

The administration did not explain how it ensures that privacy and security policies are being followed.

Third-party outfits that track website performance are a standard part of e-commerce. HealthCare.gov's
policy says in boldface that "no personally identifiable information Is collected" by these web measuremt
tools.
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But In a recent visit to the site, AP found that certain personal details — including age, income, and whe
you smoke — were being passed along likely without your knowledge to advertising and Web analytics ¢

Google said Monday it doesn't use that kind of data or allow its systems to targel ads based on health o
medical history information. "When we learn of possible violations of this policy, we investigate and take

action," the company said in a statement.
Stitf, the outside connections surprised a tech expert who evaluated HealthCare.gov's performance for A

“Anything that is health-related is something very private,” said Mehdi Daoudi, CEO of Catchpoint Syste
"Personally, I look at this, and I am on a government website, and I don't know what is going on betwer
government and Facebook, and Google, and Twitter. Why is that there?"

Created under the president's health care law, HealthCare.gov is the online gateway to government-sub
private Insurance for people who lack coverage on the job.

Tracking consumers' Internet searches is a lucrative business, helping Google, Facebook and others tailc
customers' interests. Because your computer and mobile devices can be assigned an individual signatur:
profiles of Internet users can be pieced together, generating lists that have commercial value.

Third-party sites embedded on HealthCare.gov can't see your name, birth date or Social Security numbe
they may be able to correlate the fact that your computer accessed the government website with your ¢
Internet activities.

Have you been researching a chronic iliness like coronary artery blockage? Do you shop online for smok
cessation aids? Are you investigating genetic markers for a certain type of breast cancer? Are you seekh
for financial problems, or for an addiction?

Daoudi's company — Catchpolnt Systems-- came across seme 50 third-party connections embedded on
HeaithCare.gov, They attracted attention because such connections can slow down websites. They work
background, unseen to most consumers.

The AP was able to repiicate the resuits. In one 10-minute visit to HealthCare.gov recently, dozens of w
were accessed behind the scenes. They included Google's data-analytics service, Twitter, Facebook and
of online advertising providers.

Aldo Cortesi, a security consultant who reviewed the AP's findings, found a number of third-party tracke
could fog a user's actions in detall. Cortesi said there can be legitimate uses for such trackers, but said
questions linger over the level of detailed information that could be sent to private parties.

"Third-party embedded websites are troubling because they can be used to track you and track your rez
when you're browsing the Web,” said Cooper Quintin, a staff technologist with the Electronic Frontier
- Foundation, a civil liberties group.

"I think that this could erede ... confidentiality when dealing with medicat data and medica! information,
Quintin, who also reviewed the AP's results,

HealthCare.goV is currently serving consumers in 37 states, while the remaining states operate their ow
insurance markets. The administration has set a nationwide goat of 9.1 million people signed up througt
insurance exchanges this year and paying their premiums.

Google sponsored finks
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ELECTRONIC FRONTIER FOUNDATION
DEFENDING YOUR RIGHTS IN THE DIGITAL WORLD

JANUARY 20, 2015 | BY COOPER QUINTIN

HealthCare.gov Sends Personal Data to Dozens of Tracking
Websites

The Associated Press reports that healthcare.gov-the flagship site of the Affordable Care Act,
where millions of Americans have signed up to receive health care-is quietly sending personal
health information to a number of third party websites. The information being sent includes
one's zip code, income level, smoking status, pregnancy status and more.
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An example of personal health data being sent to third parties from healthcare.gov

EFF researchers have independently confirmed that healthcare.gov is sending personal health
information to at least 14 third party domains, even if the user has enabled Do Not Track. The
information is sent via the referrer header, which contains the URL of the page requesting a
third party resource, The referrer header is an essential part of the HTTP protocol, and is sent
for every request that is made on the web. The referrer header lets the requested resource
know what URL the request came from. This would for example iet a website know who else
was linking to their pages. In this case however the referrer URL contains personal health
information.

In some cases the information is also sent embedded in the request string itself, like so:

https://4037109.f1s.doubleclick.net/activityl;src=4037109;
type=20142003;cat=201420;0rd=7917385912018; ~oref=https: // www.
healthcare.gov/see-plans/85601/results/?county=04019sage=40&
smoker=l&parent=&pregnant=l&mec=&zip=8560il&state=AZs
income=35000& &step=4?

1of5 2/10/2015 7:01 PM
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tn the above example, a URL at doubleclick.net is requested by your browser, Appended to the
end of this URL is your age, smoking status, preganacy status, parental status, zip code, state
and annual income. This URL is requested by your browser after you fill out the required
information on healthcare.gov and dick the button to view health insurance plans that you

are eligible for.

The following is a table showing which third party domains EFF researchers confirmed were
receiving the private health data.

Domain Pil in referrer Pil in request
Akamai.net
Chartbeat.net
Clicktale.net

v

Doubleclick.net
Google.com
Mathtag.com
Mixpanel.com
Nrd-data.net
Optimizely.com
Reson8.com
- Rfthub.com
Twitter.com

L N S R O S N R NP NP

Yahoo.com

e €

<

 Youtube.com

Sending such personal information raises significant privacy concerns, A company like
Doubleclick, for example, could match up the personal data provided by healthcare.gov with an
already extensive trove of information about what you read online and what your buying
preferences are to create an extremely detailed profile of exactly who you are and what your
interests are. it could do all this based on a tracking cookie that it sets which would be the
same across any site you visit. Based on this data, Doubledick could start showing you
smoking ads or infer your risk of cancer based on where you live, how old you are and your
status as a smoker,t Doubleclick might start to show you ads related to pregnancy, which
could have embarrassing and potentially dangerous consequences such as when Target
notified a woman’s family that ras_preg before she even told them.

it's especially troubling that the U.S. government is sending personal information to
commercial companies on a website that's touted as the place for people to obtain health care
coverage. Even more troubling is the potential for companies like Doubleclick, Google, Twitter,
Yahoo, and others to associate this data with a person's actual identity. Google, thanks to real
name policies, certainly has information uniquely identifying someone using Google services, If
a real identity is linked to the information received from healthcare.gov it would be a massive
violation of privacy for users of the site.

Third-party resources could also introduce additional security risks to the healthcare.gov
2/10/2015 7:01 PM
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HealthCare.gov Sends Personal Data to Dozens of Tracking Websites |...  https:/fwww.eff.
website, with each included third-party resource increasing the attack surface of the site. if an
attacker were able to compromise just one of the third party resources included on
healthcare.gov they could potentially compromise the accounts of every user of healthcare.gov.
The attacker could then sell the Private Health Information or hold it for ransom.

For now, EFF recommends installing software that will block third party tracking, such as EFF's
own Privacy Badger. Privacy badger will block the referrers and the connections to third party
sites on healthcare.gov and protect your personal health information.

Health information is some of the most sensitive and personal information there is. People's
private medical data should not be available to third party companies without consent from the
user. This practice is negligent at best, and potentially devastating for consumers. Ata
miminum, healthcare.gov should disable third-party trackers for any user that requests an opt
aut using the DNT header. Arguably, healthcare.gov should meet good privacy standards for all

its users.

President Cbama will give his State of the Union speech tonlight, in which he is expected to
address cybersecurity issues, If President Obama is really concerned about cybersecurity, he
may want to start in his own backyard, by securing healthcare.gov.

Update 2015-01~21: Google has toid us that aithough Doubleclick does log and retain this data, the company
doesn't use it for choosing which ads to display. This does not reduce our privacy and security concerns about

[ind

the practices of healthcare.gov and its many embedded third parties.
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HealthCare.gov Privacy Policy

Protecting your privacy Is very important to us. We're telling you about
HealthCare.gov's privacy policy so you know what information we collect, why we
collect it, and what we do with it

HealthCare.gov doesn't collect any personally identifiable information (Pll) about
you during your visit to our website unless you choose to provide it to us. We do,
however, collect information from visitors who read, browse, and/or download
information from our site. We do this so we can understand how the public uses
the site and how to make it more helpful.

Healthcare.gov never collects information for commercial marketing or any
purpose unrelated to our mission and goals.

Types of information we collect

When you browse through any website, certain information about your visit can be
collected. We automatically collect and temporarily store the foliowing types of
information ahout your visit:

* Domain from which you access the Internet

® P address (an IP or internet protocol address is a number that is
automatically given to a computer connected to the Web)

. Operating system on your computer and information about the browser you
used when visiting the site

* Date and time of your visit
® Pages you visited

* Address of the website that connected you to HeaithCare.gov (such as
google.com or bing.com)

1of8 2/11/2015 209 PM
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We use this Information to measure the number of visitors to our site and its
various sections and to help make our site more useful to visitors.

How HealthCare.gov uses information it collects

HealthCare.gov uses a variety of Web measurement software tools. We use them to
collect the information listed in the “Types of information collected” section above,
The tools callect information automatically and continuously. No personally
identifiable information is collected by these tools.

The HealthCare.gov staff analyzes and reports on the collected data from these
tools. The reports are available only to HealthCare.gov managers, members of the
HealthCare.gov communications and Web teams, and other designated staff who
need this information to perform their duties.

HealthCare.gov also uses an online survey to collect opinions and feedback. This
online survey appears on the bottom left of many pages on the site. You don't have
to answer these questions. Please do not to include any personally identifiable
information (PHl} in comments you make. We analyze and use this information to
improve the site’s operation and content. The reports are available only to
HealthCare.gov managers, members of the communications and Web teams, and
other designated staff who require this information to perform their duties.

HealthCare.gov keeps the data from our measurement tools as long as needed to
support the mission of the website.

How HealthCare.gov uses cookies

The Office of Management and Budget Memo M-10-22, Guidance for Online Use of
Web Measurement and Customization Technologies, allows federal agencies to use
session and persistent cookies.

When you visit any website, its server may generate a piece of text known as a
"cookie” to place on your computer. The cockie allows the server to "remember”
spedific information about your visit while you are connected. The cookie makes it
easier for you to use the dynamic features of Web pages. Cookies from

20f8 2/11/2015 2:09 PM
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HealthCare.gov pages collect only information about your browser's visit to the site.
They do not collect personal information about you.

There are two types of cookies, single session (temporary), and multi-session
{persistent), Session cookies fast only as long as your Web browser is open. Once
you close your browser, the cookie disappears. Persistent cookies are stored on

your computer for fonger periods.

* Session Cookies: We use session cookies for technical purposes such as to
allow better navigation through our site. These cookies let our server know
that you are continuing a visit to our site. The OMB Memo 10-22 Guidance
defines our use of session cookies as "Usage Tier 1--Single Session.” The
policy says, “This tier encompasses any use of single session web
measurement and customization technologies.”

* Persistent Cookies: We use persistent cookies to understand the differences
between new and returning HealthCare.gov visitors, Persistent cookies remain
oh your computer between visits to our site until they expire. The OMB Memo
10-22 Guidance defines our use of persistent cookies as “Usage Tier 2—Muliti-
session without Personally identifiable Information (PH1).” The policy says, "This
tier encompasses any use of multi-session Web measurement and
customization technologies when no Pil is collected.”

How to opt out or disable cookies

if you do not wish to have session or persistent cookies placed on your computer,
you can disable them using your Web browser. if you opt out of cookies, you will
still have access to all information and resources at HealthCare.gov. instructions for
disabling or opting out of cookies in the most popular browsers are located at
http://Www.usa.gov/optout_instructions.shtmL

Please note that by opting out of cookies, you will disable cookies from all sources,
not just from HealthCare.gov.

How we protect your personal information

3of8 2/11/2015 2:09 PM
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You do not have to give us personal information to visit HealthCare.gov. However, if
you choose to receive alerts or e-newsletters, we collect your ernail address to
complete the subscription process.

If you choose to provide us with personally identifiable information through an
email message, request for information, paper or electronic form, questionnaire,
survey, etc., we will maintain the information you provide only as long as needed to
respond to your guestion or to fulfill the stated purpose of the communication,

If in order to contact you we store your personal information in a record system
designed to retrieve information about you by personal identifier (name, personal
email address, home mailing address, personal or mobile phone number, etc.), we
will safeguard the information you provide in accordance with the Privacy Act of
1974, as amended (5 U.S.C. Section 552a).

If HealthCare.gov operates a record system designed to retrieve information about
you in order to accomplish its mission, a Privacy Act Notification Statement should
be prominently and conspicuously displayed on the public-facing website or form
which asks you to provide personally identifiable information. The notice must
address the following five criteria:

1. HealthCare.gov legal authorization to collect information about you

2. Purpose of the information collection

3. Routine uses for disclosure of information outside of HealthCare.gov
4, Whether the request made of you is voluntary or mandatory under law

5, Effects of non-disclosure if you choose to not provide the requested
information

Eor further information about HealthCare.gov privacy policy, please contact
Privacy@cms.hhs.gov (mailto:Privacy@cms.hhs.gov).

Data safeguards and privacy

All uses of Web-based technologies comply with existing privacy and data

40f8 2/11/2015 2:09 PM
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safeguarding policies and standards. information Technology (IT) systems owned
and operated by the Centers for Medicare & Medicaid Services (CMS) are assessed
using Privacy Impact Assessments (PIAs) posted for public view on the Department
of Health and Human Services (HHS) website (http://www.hhs.gov/pia). CMS
conducts and publishes a PIA for each use of a third-party website and application
{TPWA) as they may have a different functionality or practice. TPWA PlAs are posted
for public view on the HHS website at http://www.hhs.gov/pia.

Groups of records that contain information about an individual and are designed to
be retrieved by the individual's name or other personal identifier linked to the
individual are covered by the Privacy Act of 1974, as amended (5 U.5.C. Section
552a). For these records, CMS Systems of Record Notices are published in the
Federal Register and posted on the CMS Senior Official for Privacy Website.

When you visit CMS sites, piease look for the Privacy Notice posted on the main
pages. When Web measurement and customization technologies are used, the
Privacy Policy/Notice must provide:

* Purpose of the web measurement and/or customization technology
s Usage tier, session type, and technology used

* Nature of the information collected

* Purpose and use of the information

* Whether and to whom the information will be disclosed

* Privacy safeguards applied to the information

* Data retention policy for the information

* Whether the technology is enabled by default or not and why

* How to opt out of the web measurement/customization technology

o Statement that opting out still permits users to access comparable
information or services

¢ identities of all third-party vendors involved in the measurement and

50f8 2/11/2015 2:09 PM.
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customization process

How long we keep data and how we access it

HealthCare.gov will keep data collected long enough to achieve the specified
objective for which they were collected. The data generated from these activities
falls under the National Archives and Records Administration {(NARA) General
Records Schedule (GRS) 20-item IC “Electronic Records,” and will be handled
according to the requirements of that schedule (http://www.archives.gov/records-
mgmt/grs/grs20.htmi).

_How HealthCare.gov uses third-party websites and
applications

As a response to OMB Memo M-10-06, Open Government Directive, HealthCare.gov
uses a variety of technologies and social media services to communicate and
interact with citizens, These third-party website and application {TPWA) tools
include popular social networking and media sites, open source software
communities, and more. Examples include Facebook, Twitter, and YouTube.

TPWAs are not exclusively operated or controlfed by HealthCare.gov. Users of
TPWAs often share information with the general public, user community, and/or
the third party operating the website. These actors may use this information in a
variety of ways. TPWAs could cause Pl to become available or accessible to
HealthCare.gov and the public, regardless of whether the information is explicitly
asked for or collected by us.

HealthCare.gov sometimes collects and uses your Pil if you made it available
through third-party websites, However, we do not share Pll made available through
third-party websites. Your activity on the third-party websites we use is governed by
the security and privacy policies of those sites. You should review the third-party
privacy policies before using the sites and ensure that you understand how your
information may be used.

If you have an account with a third-party website and choose to “like,” “friend,”
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follow, or comment, certain Pl associated with your account may be made available
to HealthCare.gov based on the privacy policy of the third-party website and your
privacy settings within that website. You should adjust privacy settings on your
account to match your preferences.

We also collect non-personally identifiable information through the use of tracking
pixels that appear on our pages. A tracking pixel is a transparent graphic image
(usually 1 pixel x 1 pixel) that is placed on a web page and, in combination with a
cookie, allows us to collect information regarding the use of the web page that
contains the tracking pixel.

We use tracking pixels to tell when an advertisernent we run on another website
has been clicked on or otherwise interacted with. We use that information to judge
which advertisements are more appealing to users. To opt out of these tracking
pixels, please see the section above titled “How to opt out or disable cookies.”

Links to other sites

HealthCare.gov links to other HHS sites, other government sites, and occasionally
to private organizations. Once you leave HealthCare.gov, you are subject to the
privacy policy for the sites you are visiting. HHS is not responsible for the contents
of any off-site web page. A link to a page does not constitute an endorsement.

Additional Privacy information

® ifyou are an applicant on the individual Marketplace, read our Individual
Privacy Act statement {/individual-privacy-act-statement).

¢ ifyou are an agent or broker, read our Agent and Broker Privacy Act
statement {/agent-privacy-act-statement)

» Learn more about how we use your individual Marketplace information (/how-
we-use-your-data).

* if you are an employer applying in the Small Business Health Options
Program, read our SHOP Employer Privacy Statement {/shop-privacy-
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act-statement). You can also learn more about how we use your SHOP

information {/how-we-use-your-data-SHOP-employer).

Can we improve this page?

A federal government website managed by the U5,
Centers for Medicare & Medicaid Services. 7500
Security Boulevard, Baltimore, MD 21244
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BIG DATA:

SEIZING OPPORTUNITIES,
PRESERVING VALUES

Interim Progress Report
February 2015

One year ago, President Obama spoke at the Department of Justice about changes in the
technology we use for national security and signals intelligence purposes, and what those
technological changes mean for privacy writ large. Recognizing that these technologies have
implications beyond the national security arena, the President also called for a wide-ranging
review of big data and privacy to explore how these technologies are changing our economy,
our government, and our society, and to consider their implications for personal privacy. The
goal of the review was to understand what is genuinely new and different about big data and to
consider how best to encourage the potential of these technologies while minimizing risks to
privacy, fair treatment, and other core American values.

Over the course of the 80-day inquiry, the big data and privacy working group—Iled by
Counselor to the President John Podesta, Commerce Secretary Penny Pritzker, Energy
Secretary Emest Moniz, the President’s science advisor Dr. John Holdren, and the President’s
economic advisor Jeff Zients—sought public input and engaged with academic researchers and
privacy advocates, regulators and the technology industry, and advertisers and civil rights
groups. The review was supported by a parallel effort by the President’s Council of Advisors on
Science and Technology (PCAST) to investigate the scientific and technological dimensions of
big data and privacy. :

The big data and privacy working group’s report found that the declining cost of data collection,
storage, and processing, coupled with new sources of data from sensors, cameras, and
geospatial technologies, means that we live in a world where data collection is nearly
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ubiquitous, where data retention can be functionally permanent, and where data analysis is
increasingly conducted in speeds approaching real time. While there are promising
technological means to better protect privacy in a big data world, the report’s authors concluded
these methods are far from perfect, and technology alone cannot protect privacy absent strong
social norms and a responsive policy and legal framework. Finally, the report raised issues
around other values potentially implicated by big data technology—particularly with regard to the
potential for big data technologies to lead, purposely or inadvertently, {o discriminatory
outcomes on the basis of race, gender, socioeconomic status, or other categories.

But big data technologies continue to hold enormous promise, as the report identified—to
streamline public services, to advance health care and education, and to combat fraud and
complex crimes like human trafficking. A year afier the President's request for this report, the
Obama Administration has worked to advance a number of the concrete policy proposals
offered in the report, both by launching new efforts and continuing to develop previously existing
projects. The Administration continues to drive the national conversation, inside and outside of
government, on how to maximize benefits while minimizing the risks and harms posed by a big
data world.

Key Recommendations

The big data and privacy working group report identified six specific policy recommenda-
tions as deserving prompt action:

¢« Advance the Consumer Privacy Bill of Rights because consumers deserve clear, under-
standable, reasonable standards for how their personal information is used in the big data
era.

« Pass National Data Breach Legislation that provides for a single national data breach stand-
ard, along the lines of the Administration’s 2011 Cybersecurity legislative proposal.

« Extend Privacy Protections to non-U.8. Persons because privacy is a worldwide value,
and should be reflected in how the federal government handles personally identifiable infor-
mation from non-U.S. citizens.

« Ensure Data Collected on Students in School is used for Educational Purposes to pro-
tect students from having their data shared or used inappropriately.

« Expand Technical Expertise to Stop Discrimination so that the federal government's lead
civil rights and consumer protection agencies can identify practices and outcomes facilitated
by big data analytics that have a discriminatory impact on protected classes, and develop
plans for investigating and resolving violations of law.

« Amend the Electronic Communications Privacy Act to ensure the standard of protection
for online, digital content is consistent with that afforded in the physical world—inciuding by
removing archaic distinctions between email left unread or over a certain age.
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The Administration is making significant progress on most of these recommendations:

+« The Department of Commerce solicited public comment on the Consumer Privacy Bill of
Rights in fight of new technologies, including those identified in the big data and privacy report,
and the Obama Administration will release draft iegislation in early 2015.

« President Obama released revised national data breach legislation, the Personal Data Notifi-
cation & Protection Act, on January 12, 2015.

« Atftorney General Eric Holder announced in June 2014 that the Administration would seek
legisiation extending to EU citizens the same righi to judicial redress for intentional or willful
wrongful disclosure of parsonal data exchanged under the U.S.-EU Data Protection and Pri-
vacy Agresment for law enforcement purposes, or for refusal to grant access or to rectify any
errors in that information, as U.S. citizens would have under the Privacy Act of 1974. The
Office of Management and Budget is working with departments and agencies to extend other
privacy protections to non-U.S. citizens.

» President Obama announced the Student Digital Privacy Act, a national effort to ensure K-12
student data is used only for educational purposes, on January 12, 2015, in conjunction with
new private sector commitments to help enhance privacy for students as well as a landmark
voluntary effort by over 100 companies committing not to abuse education data.

s Several efforts have been undertaken to further the federal government's understanding of
big data and discrimination, including studying the potential implications of using predictive
analytics in law enforcement at the Department of Justice and by studying price discrimination
at the Council of Economic Advisers. The White House Domestic Policy Council is preparing
a follow-on report for release in early 2015 focusing on the potential of big data both to lead
to discriminatory outcomes in key policy areas and to be used to counteract discrimination.

Further progress on implementing the big data and privacy report’'s recommendations and
related efforts is detailed in the following pages.
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1. Preserving Privacy Values

The innovation driven by big data creates both tremendous opportunity and novel privacy chal-
lenges. The report explored privacy challenges across sectors, and suggested that we reexamine
our conception of notice and consent, as well as the notion of use frameworks as a basis for
managing privacy rights. The report suggested a number of specific steps forward in order to
ensure that privacy protections evolve in a way that enables the social good that can result from
big data, while protecting and empowering citizens.

Advance the Consumer Privacy Bill of Rights

The report called on the Department of Commerce to advance the 2012 Consumer Privacy Bili of
Rights by seeking public comment on big data developments and how they impact the CPBR’s
policies and then devise draft legislative text. This month, the Administration plans to release draft
legistation based on public comments received during that comment peried.

Pass National Data Breach Legislation

The report called for the creation of a national data breach standard to benefit both consumers
and businesses, in the face of a growing number of breaches and an inconsistent patchwork of
state laws. In January 2015, President Obama announced the Personal Data Nofification &
Protection Act, a new legislative proposal to help bring peace of mind to all Americans, including
the tens of millions whose personal and financial information has been compromised in a data
breach. This proposal clarifies and strengthens the obligations companies have to notify
customers when their personal information has been compromised, while providing companies
with the certainty of a single, national standard—as well as criminalizing the iflicit overseas frade
in identities.

Bring Greater Transparency to the Data Services Industry

In May, the Federal Trade Commission released an in-depth report on the data broker industry,
concluding that data brokers operate with a fundamental lack of tfransparency. The Commission
recommended that Congress consider enacting legislation to make data broker practices more
visible to consumers and to give consumers greater control over the personal information
collected and shared by data brokers.

Lead International Conversations on Big Data

Data privacy has long been a component of the United States' bilateral and muililateral
discussions. Well before the big data and privacy report, the Administration engaged in extensive
consultation with data protection authorities, international civil society, and privacy experts from
Europe and around the world.

Of particular note since the release of the report, high-ranking officials from the United States and
Germany discussed the report's findings and bilateral cooperation on cyber issues as part of the
third Cyber Bilateral Meeting in June 2014, including cybersecurity and critical infrastructure
protection, cyber defense, combating cybercrime, internet freedom, and Internet governance.

#
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Extend Privacy Protections to non-U.S. Persons

The report recommended that the OMB work with agencies to apply the Privacy Act to non-U.S.
persons'where practicable, or establish alternative privacy policies for personal data held by the
federal government that provide appropriate and meaningful protections regardless of nationality.
OMB has been leading an interagency process to implement this recommendation.

in addition to these general protections, the United States is actively pursuing efforts to grant
certain rights of judicial redress to EU citizens and citizens of other nations that effectively share
terrorism and law enforcement information with the United States and provide appropriate privacy
protections. In the 2014 U.S.-EU Ministerial Mesting on Justice and Home Affairs, Attorney Gen-
eral Eric Holder made clear the United States’ commitment to pursue this effort, and the Admin-
istration is working closely with members of Congress on this important measure.

2. Responsible Educational Innovation in the Digital Age
“[D]ata collected on students in the classroom should only be used for educational purposes — to teach

our children, not to market to our children. We want to prevent companies from selling student data to
third parties for purposes other than education. We want to prevent any kind of profiling that puts
certain students at a disadvantage ns they go through school.”

- President Barack Obama at the Federal Trade Commission, January 12, 2015

Big data has the potential to transform education for the better, creating unprecedented educa-
tional opportunities—for instance, by tailoring lessons to a student’s learning style, by opening up
courses through online platforms, and by making it easier for parents, teachers, and students to
identify where an individual student may be struggling and offer targeted instruction. These new
technologies hold the potential to vastly improve student performance and to provide researchers
with valuable insights about how students learn, which could help improve low-tech educational
interventions as well. Beyond educational technology, the mere operation of schools produces
vast amounts of data—data that can improve efficiency as well as education. However, the federal
government must play its part to ensure that student data is not shared or used inappropriately.
The Administration has taken significant steps to safeguard student data in the classroom and
beyond, as well as promoting and enabling innovation in learning.

Ensure Data Collected on Students in School is used for Educational Purposes

On January 12, 2015, the President proposed the Student Digital Privacy Act: a new legislative
proposal designed to provide teachers and parents the confidence they need to enhance teaching
and learning with the best technology—by ensuring that data collected in the educational context
is used only for educational purposes. This bill, modeled on a landmark California statute, builds
on the recommendations of the report, would prevent companies from selling student data to third
parties for purposes unrelated to the educational mission and from engaging in targeted
advertising to students based on data collected in school—while still permitting important research
initiatives to improve student learning outcomes, and efforts by companies to continuously
improve the effectiveness of their learning technology products.

* 5 %k
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The legislation will be accompanied by new tools from the Department of Education to empower
educators around the country. The Department of Education and its Privacy Technical Assurance
Center play a critical role in protecting American children from invasions of privacy in the
classroom. Alongside the President’s call for legislation, he unveiled executive actions that will
enhance that office’s abilities to help ensure educational data is used in ways appropriate and in
accordance with the educational mission—including a model terms of service and providing
teacher training assistance.

The largest educational technology vendors also committed to help lead the way in ensuring the
protection of students—and, as of today, over 100 of them have signed on 1o a pledge to provide
important protections against misuse of students’ data.

Recognize Digital Literacy as an important 21st Century Skill

Knowledge and efficient use of digital materials will become increasingly important as computer
technologies begin to drive economic and educational empowerment. This recommendation was
included in both the big data and privacy working group’s recommendations and in the PCAST
report. The Administration has advanced several initiatives that encourage digital literacy by
connecting Americans to the latest technologies and strengthening the technical skills that can
enable fluid use of the latest digital resources. These initiatives promote: (1) the literacy to help
students be creators—not just consumers—with increased access to coding experiences, as the
President illustrated by participating in the Hour of Code in fall 2014; (2) the liferacy to be prepared
fo work in the STEM fields, through initiatives such as the President's Educate to Innovate
campaign; (3} the literacy to use technology smartly, including empowering students to protect
their privacy; and {4) literacy realized as access for all, including access to broadband at home
and at school, an issue the President has tackled through the ConnectED Initiative. Connectivity
is especially critical, as these initiatives must help bridge the digital divide and inequality of
opportunity that often exists in educational contexts throughout the nation.

In the coming months, the White House will continue to work with stakeholders and other partners
to develop new initiatives to make digital literacy opportunities more accessible and available for
the Ametrican people. '

3. Big Data and Discrimination

One of the most notable findings of the big data and privacy report was that alongside its potential
benefils fo be used to increase access fo credit or improve educational outcomes, there also
exists the potential for big data technology to be used to discriminate against individuals, whether
intentionally or inadvertently, potentially enabling discriminating outcomes, reducing opportunities
and choices available to them.

As part of the national discussion prompted by the big data study, the civil rights community,
industry and federal agencies began to identify possible principles and frameworks to guide uses
of data. Before the report was completed, a coalition of civil rights organizations announced a set
of civil rights principles for the big data era, focused on stopping high-tech profiling, ensuring
fairness in automated decisions, preserving constitutional principles, enhancing individual control
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of personal information, and protecting people from inaccurate data. The civil rights community
worked with technologists and academics to organize an October 2014 conference on big data
and discrimination and hopes to make it an annual event, with continuing strong participation from
the federal government.

The White House considers this topic a priority, and is continuing to explore the implications of
big data in this arena, including considering how big data technology can be used to shore up civil
rights. Among other investments, the Obama Administration’s budget for Fiscal Year 16 inciudes
$17 million for data science pilots at the National Science Foundation that seek to study issues
around data interoperability; data policy and governance; and data security, privacy, integrity, and
trustworthiness. These pilots will directly inform other federal big data research projects and will
assist in developing the technological and policy expertise needed to tackle difficult problems like
the potential for big data to lead to discriminatory outcomes.

Pay Attention to the Potential for Big Data fo Facilitate Discrimination

The White House Domestic Policy Council and the Office of Science and Technology Policy will
issue g follow-up report further exploring the implications of big data technologies for
discrimination and civil rights. Specifically, the new report will take a deeper dive into how big data
interacts with issues like employment and access to credit—considering both how the use of big
data technologies can perpetuate discrimination and prevent it. The White House has engaged
with leading researchers and advocates to develop recommendations on actions that can be
taken to use big data to broaden opportunity and to prevent discrimination.

Expand Technical Expertise to Stop Discrimination

One of the key recommendations of the big data and privacy report was that the federal
government’s lead civil rights and consumer protection agencies should expand their technical
expertise to be able to identify practices and outcomes facilitated by big data analytics that may
have a discriminatory impact on protected classes, and develop a plan for investigating and
resolving potential violations of law.

in June, the Office of Science and Technology Policy and the Georgetown University McCourt
School of Public Policy’s Massive Data institute cohosted a fourth big data convening focused on
the work of federal agencies. The multi-stakeholder workshop focused on federal agencies’ use
of open data and big data, best practices for sharing data within and between agencies and other
partners, and how to address potential privacy and civil liberties concerns that arise from the use
of big data.

In September, the Federal Trade Commission hosted a workshop entitied “Big Data: A Tool for
Inclusion or Exclusion?” in its Washington offices. The workshop explored the use of big data
and its impact on American consumers, with an eye towards low income and underserved
consumers. The workshop highlighted concerns about whether big data may be used to
categorize consumers in ways that may affect them unfairly, or even unlawfully.

Deepen Understanding of Differential Pricing

The White House Council of Economic Advisors conducted a study of commercial applications of
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big data. The CEA explored whether companies will use the information they harvest to more
effectively charge different prices to different customers. The economic literature on value-based
price discrimination suggests that this will often, though not always, be welfare-enhancing for both
businesses and consumers. However, individualized pricing based on estimates of cost or
riskiness can raise concerns about fairness, particularly when consumers are unaware of the data
or methads that companies employ. The CEA report finds that many companies already use big
data for targeted marketing, and some are experimenting with personalized pricing, though
examples of personalized pricing remain fairly limited.

4. Law Enforcement and Security

Big data can be used to make our communities safer and strengthen our national security, but
raises equally important questions for our personal privacy and civil liberties. The big data and
privacy report encouraged our national security, homeland security, law enforcement, and intelli-
gence communities to vigorously experiment with and employ lawful big data technology while
adhering to full accountability, oversight, and relevant privacy requirements.

Review Law Enforcement’s Use of Predictive Analytics

In light of the report, the Department of Justice recently conducted a review of the current use of
predictive analytics in Jaw enforcement. This review focused on the DOJ's own use of analytic
tools, as well as on some of the programs the Department helps fund through research grants.
DOJ also reviewed some of the newer technologies in use by state and local law enforcement
agencies.

DOJ conciuded that new data-driven technologies have the potential to bring significant benefits
to our criminal justice system. Many of these technologies build on fraditional techniques and are
designed to help law enforcement agencies allocate scarce resources more efficiently to prevent
crime. The Department also observed that the use of predictive analytics raises issues and
potential challenges that are worthy of continued attention, so that predictive technigues continue
to be driven by the core enforcement goals of protecting the public and ensuring fairness in our
Jjustice system.

Going forward, DOJ will work collaboratively with stakeholders and develop guidance for the use

of predictive analytics by state and local law enforcement agencies. The Department will also
continue to engage in ongoing conversations about the effectiveness and impact of new predictive

techniques.

Foster Responsibie Use and Privacy Best Practices with State and Local Law Enforcement
Entities Receiving Federal Grants

The big data and privacy report recommended that that federal agencies with expertise in privacy
and data practices provide technical assistance to state, local, and other federal law enforcement
agencies seeking to deploy bhig data techniques. In November 2014, DOJ developed a
supplemental guide to augment its privacy-related technical assistance library for state, local, and
tribal law enforcement agencies, entitted Resource Guide for Enhancing Community
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Refationships and Protecting Privacy and Constitutional Rights. This supplemental guide serves
as a point of reference for state, local, and tribal law enforcement entities in fosiering the
development of responsible privacy practices. Additionally, DOJ continues to engage in outreach
fo state, local, and tribal law enforcement entities through participation in trainings and
conferences on related issues.

Review Government Use of Commercial Databases

The report recommended that the federal government review uses of commercially available
databases on U.S. citizens, focusing on use of services that employ big data techniques and
ensuring that they incorporate appropriate oversight and protections for privacy and civil liberties.
DOJ and the Office of the Director of National Intelligence, together with the Office of Management
and Budget, are leading an effort to review the use of commercial databases by the federal
government. In particular, they are examining the use of commercial databases by federal
agencies in the context of public administration, law enforcement, and national security. The
review process will include recommendations for how the government can use the databases
while also protecting privacy and civil liberties.

implement Best Practices for Controlled Use and Storage of Data at Agencies

Efforts are underway on several fronts to maximize privacy protections by improving agency use
and storage of data, and fo strengthen cybersecurily in general. For instance, the Department of
Homeland Security is working across government and the private sector to identify and leverage
the opportunities big data analytics presents to strengthen cybersecurity. This will include
coordinating the development or changes of necessary policies to ensure that data is
appropriately protected and secured.

The Office of Management and Budget is leading an effort to expand successful data
management and security pilots across government and has connected practitioners and leaders
from innovative and effective data management initiatives at several federal agencies to foster an
exchange of success stories and lessons learned.

The National Security Council is asking the President’s National Security Telecommunications
Advisory Committee to undertake a private sector-led study with recommendations on using big
data analytics to strengthen cybersecurity. '

The Administration has also continued to address the challenges to information sharing. The
Department of Justice and the Federal Trade Commission issued guidance that sharing of cyber
threat information should not raise anti-trust concerns—thus addressing a long-standing concern
from industry. The Department of Homeland Security is modernizing its Protected Critical
Infrastructure Information program to enable its use for the protection of private sector information
voluntarily submitted to the Department for the purposes of improving network defenses.

Advance Cybersecurity and Consumer Protection with 2015 Summit

On February 13, 2015, the White House will host a cybersecurity and consumer protection summit
at Stanford University. The summit will bring together major stakeholders on cybersecurity and
consumer financial protection issues from the public and private sectors to discuss a range of

A,

* 9 Kk



113

topics, including creating improved cybersecurity practices and strengthening cyber threat
information sharing. The summit will also serve as the next step in the President's BuySecure
Initiative, will help advance national efforts the government has led on consumer financial
protection and critical infrastructure cybersecurity, and will build on efforts to improve
cybersecurity at a wide range of companies. ’

5. Data as a Public Resource

The report urged agencies across government to consider data as a national, public resource,
and make it broadly available to the public wherever possible. This effort continues the Obama
Administration’s commitment to open data and open government from the first day of this Admin-
istration. To date, there are over 134,000 datasets available on Data.gov for public use. The Ad-
ministration has made great strides towards bringing technologists into government through the
creation of the Unifed States Digital Service, 18F, and the Presidential Innovation Fellowship to
ensture that the government continues to meet the needs of Americans who expect the high quality
digital content, as well as make data open and usable to the public.

Continue Making Government Data Available to the Public

The Administration has launched a series of Open Data initiatives that have unleashed large
volumes of valuable data in areas such as health, energy, education, public safety, finance, and
global development. For exampile, the Climate Data Initiative, launched in March 2014, leverages
open climate data to fuel innovation and private sector entrepreneurship to advance climate
change preparedness and community resilience through the development of data products, tools,
and applications that are geared toward solving real-life challenges.

This Administration is committed to making open and machine-readable data the default for
government information. Federal agencies have continued to increase the quantity and quality of
open data over the past year. Each quarter, federal agencies add additional datasets to their
Public Data Listings. Data.gov automatically updates its inventory by harvesting the Public Data
Listings each day. Nearly every agency has data listed on Data.gov.

Adopting Open Data Best Practices

Many federal agencies have adopted new open data processes to better manage their data at an
organizational level. For example, over the past year, NASA has continued to develop an agency-
level NASA Information Architecture Management (NIAM) process to share and reuse data from
across agency components. Through the NIAM process, NASA significantly improved its
common metadata, contract language, and search capacity, and as a result, NASA increased its
Enterprise Data Inventory from 25 datasets to more than 3,800 datasets between November 2013
and November 2014. ‘

Increased customer engagement is helping to improve the federal open data policy. For example,
agencies have learned that one of the most commeon complaints of data users is the use of PDF—
rather than machine-readable—formats. OMB and OSTP are now working with agencies to
reduce the number of PDFs and make machine-readability the standard for all government data.
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iIssues Needing Further Attention

Some efforts await Congressional or stakeholder action. For instance, efforts on Capitol Hill to
amend the almost 30-year-old Electronic Communications Privacy Act have seen little progress
since the report was issued. The report recommended that Congress amend ECPA to ensure the
standard of protection for online, digital content is consistent with that afforded in the physical
world—including by removing archaic distinctions between email eft unread or over a certain age.

in 2012, the Administration expressed support for the multistakeholder development of a Do Not
Track standard that could be used by consumers regardiess of browser preference or operating
system. This was a novel multi-stakeholder effort, bringing together the technical community, ad-
vertisers, publishers, and privacy experts, and the big data and privacy working group called for
the initiative to continue its efforts. Disappointingly—and despite no downturn in consumer inter-
est—there have been delays in moving this initiative forward. Stakeholders should recommit to
developing new voluntary tools, including Do Not Track, to safeguard users’ privacy.

Conclusion

Less than a year after the release of the big data and privacy working group's findings, the Obama
Administration has made significant progress in furthering the majority of the recommendations
made in the big data and privacy report. Policy development remains actively underway on com-
plex recommendations, including extending more privacy protections to non-U.S, persons and
scaling best practices in data management across government agencies. And in big data and
discrimination, the civil rights and privacy communities will continue to play an active and critical
role in driving the conversation, partnering with the federal government, and surfacing new issues
for consideration in this new field.

Beyond the conclusions of the big data and privacy working group, the insights in the report have
also had influence on Administration policy. In his State of the Union address, President Obama
announced an ambitious plan to advance understanding of precision medicine, an emerging field
that holds the promise of revolutionizing how we improve health and treat disease. Leveraging
advances in genomics, clinical practice, big data technology, and other fields, the Precision Med-
icine Initiative will seek fo create a one-million-strong national research cohort and to accelerate
discovery of tailored treatments for cancers. Data security and patient privacy will be paramount
1o the Precision Medicine Initiative. The effort will incorporate the lessons learned by other federal
agencies and the issues identified in the big data and privacy report and solicit input from a diverse
range of privacy stakeholders from the earliest days in order to integrate rigorous privacy protec-
tions throughout the program.

The big data and privacy working group concluded that, despite the newness of the field, big data
is already saving lives, making the economy and the government work better, and saving taxpayer
dollars along the way. Big data will continue to contribute to and shape our society, and the
Obama Administration will continue working to ensure that government and civil society strive o
harness the power of these technologies while protecting privacy and preventing harmful out-
comes.
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SST Joint Research & Technology and Oversight Hearing
“Can Americans Trust the Privacy and Security of their Information on HealthCare.Gov?”
February 26, 2015
Rep. Elizabeth H. Esty Statement for the Record

Thank you to the Committee for holding this hearing on privacy and security concerns on
HealthCare.Gov, and thank you to our witnesses for your time. Since so much of our personal
business—from paying our credit cards to applying for mortgages to choosing health
insurance—is now conducted online, it is all the more important that we maintain a strong
cyber infrastructure to protect our security and personal privacy.

in Connecticut, we established our own health insurance marketplace, Access Health CT, for
residents to shop for and secure health insurance. Over half a million Connecticut residents
have already enrolled in health insurance plans through Access Health CT, and in 2014 our
state’s uninsured rate was cut in half. | am encouraged by the level of success we have achieved
in Connecticut, and | look forward to working with my fellow Committee Members to ensure
that Americans across the country have access to affordable healthcare without compromising
their privacy and personal information.
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